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Abstract—Analysis of synchrophasor measurements by means of 

data mining tools in pursuit of precise stability margin estimates 

requires the analysis of large amounts of data. The process of 

learning the underlying power system behavioral patterns 

introduces a significant computational burden dictating the 

sophistication of the tool used and the amount of data prepared 

for and analyzed during learning. Advancements in machine 

learning may make it possible to reduce the amount of data that 

need to be analyzed without decreasing accuracy of predictions. 

Assuming that a probabilistic learning tool is allowed to 

interactively query a time domain simulation system for exact 

stability margins, we show that using an active learning 

methodology significantly reduces the amount of data that needs 

to be processed. Results show that the advantage of active 

learning approach is greater on more complicated prediction 

tasks, those requiring a large amount of data for accurate 
predictions. 

Index Terms—Data mining, phasor measurement units, power 
system stability 

I. INTRODUCTION  

Traditional power system stability assessment relies on 
detailed system modeling and time domain simulations to 
estimate the stability condition of interest. While this approach 
is straightforward and accurate as long as a precise system 
model and adequate measurements are used, it may introduce 
significant computational complexity, considering the large 
size of modern power systems. 

The recently emphasized importance of real-time stability 
monitoring has led to applications based on data mining tools 
such as Classification and Regression Trees [1]. While such 
tools deal exceptionally well with temporal complexity at the 
time of prediction, as compared to time domain simulations, 
the training process involved is still a major obstacle to 
implementation. 

In this paper we will focus on reducing the computational 
burden of training data mining tools by applying a pool-based 
active learning methodology. This methodology allows 
reduction in the number of examples that need to be processed 

via time domain simulations and considered during learning, 
while retaining the prediction accuracy by capturing adequate 
power system stability behavior.  

II. BACKGROUND  

Data mining tools have been previously applied in power 
systems to assess the transient stability [2], system operational 
security [3], system post-disturbance stability [4], and other 
areas where the complexity of detailed model computations 
may be alleviated by creating highly accurate but approximate 
predictors. In [1] and [5], the authors have used data mining 
tools in order to quickly estimate the system voltage and 
small-signal stability margins.  

Active learning methodologies have previously been 
explored in cases where labeled instances are time consuming, 
difficult or expensive to obtain. Three major scenarios can be 
differentiated in literature: pool-based, stream-based, and 
membership query synthesis.  

In pool-based active learning a large pool of unlabeled 
data is available to the data mining tool and the task is to 
select which examples from the pool need to be labeled for 
accurate prediction. Pool-based active learning has often been 
explored in situations where it is necessary to have a human 
expert provide labels for data, for example natural language 
processing tasks [6] and classification of networked data, such 
as links in web pages or social network data [7]. In computer 
network intrusion detection the data sets may be prohibitively 
large for direct application of data mining tools and therefore a 
workable subset needs to be generated [8]. Pool-based active 
learning has also been considered for classifying software 
behavior [9].  

The active learning methodology has also been applied in 
a real-time setting. Here the examples are observed as a stream 
of data and upon observing an example an immediate decision 
needs to be made as to whether to compute or ask for labels. 
Recently, the problems related to stream-based active learning 
have been addressed in [10] and [11]. 
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Membership query synthesis is the active learning scenario 
where queries may be generated from the entire input space 
for a data mining algorithm, and the task is not to select an 
example to label, but to generate an experiment to perform 
and obtain results from. The idea of query synthesis has been 
explored for learning the absolute coordinates of a robot hand 
based on joint angles in [12], and more recently in 
bioinformatics to discover metabolic pathways [13]. A 
detailed and recent overview of the literature is given in [14].  

III. METHODOLOGY  

The task of stability margin prediction may be cast as a 
data mining classification problem [5]. In this case a data 
mining tool is used to create a mapping from the system 
measurements, in our case the positive sequence voltage 
magnitude and angle, and the positive sequence current 
magnitude and angle, into one of the pre-determined stability 
states. If we take the small-signal oscillatory stability as an 
example, the damping ratio (DR) of critical oscillation mode 
may be used as the stability margin indicator, and two basic 
stability states can be defined as: stable (with critical damping 
ratio, DR > 0) and unstable (with DR < 0). Similarly, we can 
define the voltage stability margin (VSmargin) as being stable or 
unstable in terms of the MW-distance of the current system 
operating point (OP) from the critical voltage collapse point 
(saddle-node bifurcation point) on the P-V curve. In this work 
the voltage stability threshold is set at VSmargin=30%. This 
value can be further adjusted according to the real-time 
operational needs. A detailed overview of the methods used to 
obtain VSmargin and DR are in [5]. 

For simplicity of notation let us denote the synchrophasor 
measurements across a power system, including voltage 
magnitude and angle, and current magnitude and angle, 
characterizing the system in an operating point i as xi = [xi1, 
xi2 … xi4P], where P is the number of installed phasor 
measurement units (PMUs) in the system. Through time 
domain simulation both the DR and VSmargin can be obtained. 
In the case of voltage stability classification for each system 
OP i let us denote the voltage stability in label yi = 1 if 
VSmargin > 30% and yi = −1 otherwise. In the case of 
oscillatory stability classification let us label with yi = 1 if the 
associated oscillatory stability state is stable (DR > 0) and −1 
otherwise. 

Let’s gather all measurements and their associated labels 
into ordered tuples into a labeled data set DL = {(xi, yi,), i = 1 
… N}, where N is the number of system operating points. A 
data set DL that may be used to train a data mining tool for 
either voltage or oscillatory stability margin predictions is 
produced through extensive time-domain simulations. Let us 
also introduce the notation DU for a pool of unlabeled 
measurements, consisting of OPs without their associated 
stability margin labels. 

In our previous work [1, 5], we found that among the 
systematically generated OPs some are redundant and others 
are spurious. Spurious data can be considered as outliers that 
should be removed from the training dataset. The important 
issue of how to intelligently remove the redundant data from 
the training data set is addressed by assuming all the data 
points are unlabeled, in DU, and applying the pool-based 

active learning methodology presented here to label and 
include the chosen points into DL. The procedure can be 
iterated until a desired accuracy threshold is reached, or the 
budget of data points that may be learned from is filled. The 
oracle provides labels, when moving data points from DU into 
DL, directly from the original data set without additional 
computation. In this case the presented pool-based 
methodology presented here reduces only the computational 
costs associated with learning, and is used to filter out 
redundant data, since the data is assumed to be labeled a 
priori. 

In the case where labels for all OPs are not provided in 
advance a substantial reduction in both time domain 
simulation and learning may be possible. The question of 
which yi are necessary to compute via time domain simulation 
in order to make accurate predictions of stability margins, and 
which are not, based on the generalization power of the 
employed predictor, is addressed by the proposed approach. In 
effect, we will use the probabilistic and generalization 
properties of Artificial Neural Networks and Support Vector 
Machines to decide which system states should be labeled and 
consulted during training and which should not because they 
contain redundant information. 

A. Artificial Neural Networks 

Artificial Neural Networks (ANNs) are a biologically 
inspired mathematical model with significant applications in 
data mining. Feed-forward neural networks are composed of 
interconnected processing units, or neurons, each of which 
compute a simple transfer function, most commonly the 
logistic sigmoid, based on sum of their inputs and produce an 
output, which may then be fed as the input into other neurons 
until the output stage is reached. Therefore a neural network 
may be characterized by the number and connections between 
neurons.  

In our case the network architecture is a directed acyclic 
graph having a 4P number of input neurons and one output 
neuron, with a hidden layer of 10 neurons in between. 
Training is performed by adjusting the weights of the 
connections between neurons until a close match between the 
inputs xi and the desired output, either yi, is obtained through 
the network across all training examples i. When making a 
prediction the input is propagated through the network and a 
continuous output value is produced at the output neuron.  

In traditional applications to classification tasks the output 
of ANNs is compared to a threshold in order to obtain a 
discrete prediction. For active learning, however, we will use 
the raw output as is typically seen in regression tasks because 
it can be used to provide a measure of uncertainty. 

A specific property of feed-forward artificial neural 
networks using a logistic sigmoid transfer function is that due 
to the properties of the transfer function this tool generalizes 
the entire possible input space even if only a few examples are 
available for training, and therefore may falsely provide highly 
confident predictions for unseen examples which are very 
dissimilar to any observed data points. 



B. Support Vector Machines 

Support Vector Machines (SVMs) are mathematical 
models which in their simplest form solve a linearly separable 
classification problem by finding the maximum-margin hyper-
plane separating the two sets of points. Predictions on unseen 
examples are made by computing their distance to data 
selected to be part of the support vector set during training. 
Predictions on unseen examples then assigned labels based on 
the closest examples in the support vector set. By employing 
an implicit high dimensional representation, through 
calculating distance based on metrics other than Euclidean 
distance, often called kernel distance, it is possible to solve 
non-linear problems. Through the introduction of slack 
variables SVMs may be applied to data which is not separable 
or contains noise.  

For the pool-based active learning methodology presented 
here the SVM is used in regression mode, as an implicit 
probabilistic classifier (see Active Learning Methodology), 
which may be considered to provide the probabilities of an 
example belonging to each class. There are several variants of 
SVMs distinguished by the kernel function that is employed to 
compute distance between observed data. These include the 
linear, polynomial and logistic kernels; however for our work 
we have obtained most accurate results using the radial basis 
function (RBF) kernel which resembles a Gaussian probability 
distribution function. Unlike the logistic sigmoid used in 
neural networks a properly trained SVM using the RBF kernel 
does not provide confident predictions for points which are 
dissimilar to examples observed during training. For the 
following experiments the SVM is used as implemented in 
LibSVM library [15]. 

C. Active Learning Methodology 

In active learning a probabilistic data mining tool is used 
to interactively query a source of information (or oracle) that 
is assumed to always be correct, but is expensive to use. In our 
work the oracle is time domain simulation of a power system. 
With pool-based active learning we assumed a large number 
of unlabeled measurements xi ∈  DU are available without their 
associated labels yi. In this work we have explored an active 
learning methodology based on uncertainty sampling by 
choosing to label those examples whose class probability is 
closest to 0.5. To obtain the uncertainty a predictor has about 
an unseen example, based on the output of a trained ANN or 
SVM, requires the scalar continuous output of the applied 
predictor f(xi) to be transformed into the probability of that 
example belonging to the positive class p(yi = 1|f(xi)). This can 
be accomplished by the transformation [16] 
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This function is monotonous and increasing for any value 
of B and of A < 0. Therefore we may conclude that the output 
of ANNs and SVMs can be implicitly interpreted as the class 
probability and used directly in active learning by considering 
predictions f(xi) closer to 0 in absolute terms as more 
uncertain, or having p(yi = 1|f(xi)) closer to 0.5, than those 
farther away from 0. 

The proposed active learning procedure is initialized by 
asking the oracle to provide the labels for a small number of 
examples from DU, removing them from DU and including 
them in DL. After learning on DL the tool makes a prediction 
on all the examples for which labels have not yet been 
computed, DU, and finds those which have predictions closest 
to 0 in absolute terms. In other terms the unlabelled examples 
are sorted according to certainty the tool has about their label 
and those with highest uncertainty are used to query the oracle 
again.  

PSEUDO-CODE FOR POOL-BASED ACTIVE LEARNING 

1. Label and remove a small subset of examples from DU and place into DL 

2. While stopping criteria is not met: 

a) Train classifier on DL 

b) Make predictions on DU 

c) Choose a small subset of DU based on maximum uncertainty, 

remove them from DU, acquire labels for chosen examples from 

oracle and include them in DL 

IV. EXPERIMENTS 

In our experiments two test systems, the IEEE 3-machine 

9-bus system and IEEE 10-machine 39-bus system, are used 

to illustrate the performance gain from the proposed scheme. 

These two systems are known for their realistic 

configurations and robustness in testing stability-related 

applications. The OPs generated for these two systems are 

summarized in Table I. 
 

TABLE I 

OPERATING POINTS GENERATED FOR TRAINING OF DATA MINING TOOLS 

System 

OPs Generated for Oscillatory 

Stability Estimation  

OPs Generated for Voltage 

Stability Estimation 

Stable OPs Unstable OPs Stable OPs Unstable OPs 

9-Bus 1021 50 404 21 

39-Bus 4950 126 1843 59 

 

For the following experiments the pool-based active 
learning methodology was used to train SVMs and ANNs. We 
first performed experiments in batch-mode using 5-fold cross-
validation to obtain the optimal parameters for SVM and ANN 
training, and the used these parameters to test the active 
learning approach. 

 We compared the performance of training on OPs chosen 
by active learning with training on random subsets of equal 
size. In the following figures each horizontal axis represents 
the number of OPs that were used for training, chosen either 
through active learning (full blue line) or random sampling 
(dashed red line), while the vertical axis represents the ratio of 
correctly classified examples to total examples. Because of the 
class imbalance we also present the results of the mean 
predictor (green dotted line) which always predicts the 
majority class, in our case the positive or stable class. 

At each step of the proposed method we chose to label a 
single example from DU and include it in DL. Testing is then 
performed across the entire set of generated OPs in order to 
illustrate the generalization power of the proposed approach, 
however this step is not necessary in real applications. In each 



experiment four initial OPs were labeled by the oracle in order 
to start the procedure. 

A. Support Vector Machine Experiments 

 Let us first consider the 9-bus system and the problem of 
oscillatory stability classification. From Fig. 1 we note that 
from the start of the procedure active learning outperforms 
random sampling. Random sampling starts to outperform the 
mean predictor only after 50 examples have been labeled. 

 
Figure 1.  Comparison of active learning and random sampling on the 9-bus 

system for the oscilatory stability classification task using SVM 

In Fig. 2 we show the comparison results for the the 9-bus 
voltage stability estimation performance comparison between 
active learning and random sampling. From Fig. 2 it can be 
seen that active learning outperforms random sampling more 
than in the case of OSM prediction.  

 
Figure 2.  Comparison of active learning and random sampling on the 9-bus 

system for the voltage stability classification task using SVM 

We hypothesize that this is due to the drastic difference 
between the sizes of the positive and negative classes. The 
difference in class sizes means that a greater variance may be 
expected when randomly sampling points because the addition 
of a few unstable OPs in DL may drastically change the 
decision boundary.  

Next we will illustrate how the active learning approach 
performs on the 39-bus system oscillatory stability assessment 
using SVMs. From Fig. 3 the active learning approach 

significantly starts to outperform random sampling after 100 
examples are labeled.  

In Fig. 4 similarly to Fig. 2 the simpler task of voltage 
stability margin estimation results in a smaller but still 
significant performance gain from using active learning. 

 
Figure 3.  Comparison of active learning and random sampling on the 39-

bus system for the oscilatory stability classification task using SVM 

 

Figure 4.  Comparison of active learning and random sampling on the 39-

bus system for the voltage stability classification task using SVM 

B. Artificial Neural Network Experiments 

Unlike the SVM, in many cases the ANN using a logistic 
sigmoid transfer function may provide very confident 
predictions for data points dissimilar to those observed during 
training. Because of the imbalance of classes the four points 
used to initialize the active learning training will often of be in 
the positive, or stable, class. These two causes force the ANN 
to behave like a mean predictor, classifying the entire input 
space as the positive class with high confidence, until a 
negative example is included in DL. To overcome this issue 
we included three positive and one negative point in the 
initialized DL. In the resulting figures this is reflected as poor 
performance when very few examples are included in DL. 
However, once enough points are included in DL the 
performance of ANN becomes closer to that of SVMs. 



In Fig. 5 we compare active learning to random sampling 
and the mean predictor when using ANNs on the oscillatory 
stability task using 9-bus system data. From Fig. 5 the active 
learning provides significant improvement when few 
examples are observed. Interestingly, random sampling 
provides better results when using ANN than SVM on this 
task after 250 points are included in DL. 

 

Figure 5.  Comparison of active learning and random sampling on the 9-bus 

system for the oscillatory stability classification task using ANN 

The next result, in Fig. 6, shows the accuracy comparisons 
of using ANNs on the voltage stability task for the 9-bus 
system data set. Again after many labeled examples are 
included in DL the performance of random sampling becomes 
close to that of active learning. 

 

Figure 6.  Comparison of active learning and random sampling on the 9-bus 

system for the voltage stability classification task using ANN 

In Fig. 7 we show the 39-bus system oscillatory stability 
experiment results. Here random sampling struggles to 
become more accurate than the mean classifier even when 300 
points are included in DL. The ANN trained using active 
learning provides higher accuracy than random sampling in 
this case as well. 

Finally, in Fig. 8 we show the results of ANN using active 
learning and random sampling on the 39-bus system voltage 
stability classification task. Although initially in this case 

random sampling outperforms active learning, after 20 
examples are included in DL the active learning trained ANN 
starts to outperform random sampling. Again, random 
sampling struggles to outperform the mean predictor. 

 

Figure 7.  Comparison of active learning and random sampling on the 9-bus 

system for the voltage stability classification task using ANN 

 

Figure 8.  Comparison of active learning and random sampling on the 9-bus 

system for the voltage stability classification task using ANN 

TABLE II 

ACCURACY RESULTS ON OSCILLATORY STABILITY TASK 

Data 

set 

ANN SVM 

Active Learning Random Active Learning Random 

9-Bus 99.9% 99.7% 100% 99.2% 

39-Bus 98.5% 97.7% 99.4% 98.2% 

 
TABLE III 

ACCURACY RESULTS ON VOLTAGE STABILITY TASK 

Data 

set 

ANN SVM 

Active Learning Random Active Learning Random 

9-Bus 99.8% 99.5% 99.8% 96.8% 

39-Bus 97.6% 96.6% 99.2% 96.9% 

 



In Table II we summarize the accuracy of predictors on the 
oscillatory stability tasks and in Table III we include accuracy 
on the voltage stability tasks after 300 points have been 
included in DL. 

CONCLUSION 

This paper shows that significant improvement in accuracy 
can be obtained by using active learning to select a subset of 
data to learn from. In the case of an existing labeled data set 
the presented methodology can be used to filter out redundant 
data in order to reduce computational burden of training data 
mining tools.  

Additionally, when only a set of power system OPs is 
available without the related stability indicators, and precise 
values of DR and VSmargin must be obtained through time 
domain simulation, the proposed method may be used to select 
which OPs to process in order to create the most accurate data 
set to learn from. This may significantly reduce the 
complexity involved in time domain simulation. 

When comparing accuracy of trained classifiers, those 
using the proposed active learning approach to choosing 
training examples outperform those using random sampling in 
all experiments.  

The performance improvement observed on more complex 
power system tasks is greater than on simpler tasks. The 
experiments also show that for simpler tasks the used ANNs 
are less sensitive to data set selection than SVMs. On more 
complex tasks higher accuracy can be obtained using SVMs.  

We conclude that in the examined cases using active 
learning to pick which system OPs are simulated in the time 
domain, and afterwards used for training will lead to a more 
accurate classifier, decrease the computational complexity, or 
both. 
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