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Summary: This paper describes a new concspt of
automated fauk analysis where fault transients and
changes in power system equipment contacts are proc-
essed en-line. This allows faster confirmation of correct
equipment operation “and detection of unexpected
equipment operations, as well as increased aceuraey of
fault location and analysis. In additicn, the paper gives
thres independent utility examples that required auto-
mating some aspect of the fault analysis process, One
approach is the substation level analysis, where local
digital fault recorder (DFR) data s pm;.r,ss-:d at the
substation 1o obtain accurate fault location and analysis,
Another approach is DFR data analysis at the master
station location, where all DFR data filss from remote
locations are concentrated and*processed. Finally, an
example of a highly accurate fault location system for
series compensated lines usmg global positioning sys-
temn (GPS) synchronization |s presented. This paper
presents summary of the main aceomplishments for
each of the peruIﬂ:L;
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INTRODUCTION

Development of new technologies such as intelli-
gent systems and synchronized sampling as well as in-
creased utility deregulation and competition are leading
1o the introduction of new applications and salutions in
the fault analysis area.

The early approaches to fault analysis using intel-
ligent techniques were related to alarm processing in a
Supervisory Control and Data Aequisition (SCADA)
system [1]. At that time, expert system techniques wers
utilized to implement an awtomated analysis of alarms

[2]. The SCADA based solutions did not have the capa-
bility to caleulats fault location, and pracessing of ana-
log waveforms was not done due to the lack of sampled
waveform data. Further improvements of the overall
selution were achieved using neural netwark (NN) im-
plementations [3, 4]. !

A study of the possible approaches to fault analy-
$i5 using digital fault recorder (DFR) data revealed
some advantages due to the ability to calculate fauls
location and correlate waveform samples with protec.
tive relay and circuit breaker eontact operation. This has
enabled & new approach to faclt analysis to be imple-
mented using expert’ systems and DFR data [5, 6, 7].
Further developments in this area indicated that a very
accurate fault location approach can also be developed
using DFRs enhanced with accurate data acquisition
interfaced to global pesitioning systerm (GPS) receivers
(8, 9]. Use of neural nets for fault detection and classifi-
cation was alse investigated to enhance the overall fault

analysis salution [10, 11].

The general concept of automated fault analysis
using substation data, expert aysterns and synchronized
sampling i presented first in this paper. The new con-
cept is related to analysis of the dara eoming from vari-
ety of substation equipment such as DFRs, sequence of
event recorders (SERs), protective relays, and other
intelligent electronic deviees (IEDs)

This paper also summarizes results from thres dif-
ferent projects aimed at automated fault analysis. Two
projects demonstrate possible approaches to automated
fault analysis using DFR. data and expert systems. The
third project illystrates o highly accurate fault locator
based on synchronized sampling using commercial data
acguisition system with GPS receivers, A set of conclu-
sions and related references are given at the end,
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A NOVEL APPROACH TO AUTOMATED FAULT
AMALYSIS

The wlimate fault analysis system should provide
results of a detailed Syﬂemrwide analysis al an event ta
the system dispatchers and protection engineers within
seconds after the event occurred. This may not be feasi-
ble with the existing SCADA technology. The main
reason is the lack of detailed information about transient
waveforms and contact changes that are not readily
available through Bemote Terminal Units (RTUs) of a
SCADA system. On the other hand, such information is
available through other Intelligent Electronic Devices
(IEDs) including DFRs, Sequence of Event Recorders
(SERs) and Digital Relays (DRs). A new concept for
fast and accurate fault analysis can be developed wsing
this equipment technelogy, high-speed data communi-
cation infrastructire and advanced software techniques.

Various types of users have different peeds re-
garding the time response andior extent of information
provided by the fault analysis system. The sysiem dis-
patchers arz interested in gesting the condensed fault
analysis information as soon as poassible after the valid
fault cccurs. Their main interest is determination of
accurate fault location and switching equipment status
tha: enables them to make decisions about the system
restoration. The profection engineer, on the other hand,
is more interested in gesting detailed and specific in-
formation regarding the operation of the protection
system and related equipment during the event. The
time factor is mot as strict as for the system dispatcher.

In this section we present the concept of an inte-
grated fault analysis system that can be built with ex-
wting technology and can satisfy both types of users.
The subsequent sections give brief presentations of
various research and development projects that are an
illustration of possible steps wwards the final system
solution for automated fault analysis.

Figurs 1 presents the block diagram of ane possi-
ble implementation of an integrated system. Each sub-
station is equipped with a PC (low end Pentium ma-
chine) that collects data from different devices (eg..
DFR, SER, DR), and analyzes that data locally. The
results as well as raw data files are communicated to the
central file server in 2 common COMTRADE format
[12]. The substation analysis provides fault bocation and
fault rype based on the data recorded at this location.
This data can be made available to the system dis-
patcher and protection enginesr within a minute after
the recording was made by approprizste device, The in-
formation is communicated in the fiorm of a fax.

After this initial faxing, the substation PC estab-
lishes communication with the Central File Server and
uploads event data to it. The System Wide Analysic
software monitors incoming event files and correlates
filas coming from different locations based on thair
accurate time stamps and samples that are syncheo-
rously taken at all substations using GPS receivers for
synchronization. The system fault analysis is then exe-
cuted using data from varicus locations to produce a
SUMmMary r|=p|.1|‘|! for pfﬁl’.etlifm ::n;g_inb:rs.
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Figure 1. Conceptual diagram for the new fault
analysis approach

It is important to note that such an integrated so-
lution is not yet available since the design provisions to
implement the synchrenized sampling for all substation
data acquisition systems are not readily available [13].
In addition, utilities are still researching various options
te provide standard communication architecture allow-
ing high-speed substation-wide data acguisition and
mansfer to the centralized substation and system bevel
location [14].

An assessment of the existing technology reveals
that future developments in the JEDs for substation
metering, control and protection are leading to the fol-
lowing expected improvements [13]:
¢  Increased accuracy of the AD subsystem
=  Synchronized sampling on all input channels
#  DMultiple communication interfaces for high-speed

data transfer
*  Availability of extensive signal processing for cal-
citlation of various measuring quantities

Combined with on-going developments in the
utility eommunication architecture, it is expocted that
the substation IED= will provide an impressive level of
detail of the data needed to perform automated fault
analysis.

In the meantime, some solutions that are less in-
valved éan be implemented using the technology that is
readily available. In particular, DFR. data analysis can
be automated using expert svstam technology. In addi-
tion, fault location sccuracy can be improved using
GPS receivers to synchronize customized data scquisi-
tion units located at two ends of a transmission line
The remaining sections of this paper illustrate haw sev-
eral different approaches can be undertaken using the
exisiing technelogy. It is expected that in the future, the
substation equipment will have all the required design
provisions 50 that an optimized wse of the technology

can be achieved maximizing the cost'performance bene=
fi.



PROJECT I: AUTOMATED HiGH-5rEED FauLt
AMNALYSIS AT THE SUBSTATION LEVEL

Oeccurrence of a fault on a major ransmission line
may endanger the eperation of a bulk power system and
potentially lead to costly outages. [f the foult analysis
results are not available te system operaors shorly
after the fault occurred they might aot be able 1o reach
an optimal decision regarding the restoration of a line.
In the era of increased competition between utilities due
1o the open access and retail wheeling, any unnecessary
delay of energy supply restoration compromises a utl-
iry"s competitive position,

The projest described in this section is aimed at
urilizing existing DFR data to provide a system dis-
patcher with accurate and timely information regarding
the fault type and fault location, as well as an analysis
of the operation of protéction system and related
equipment. The dispatcher can use this information to
decide if a transmission line should be restored back to
service or a maintenance crew dispatched.

The block diagram of the system that was devel-
oped is shown in Figure 2. The expert system commu-
nicates with DFR owver a high-speed parallel link. [t
interrogates the DFR for new recordings on a continual
basis. A new data file is copied from a recorder and
immediately analyzed. The analysis report is creared
and faxed to the system dispatcher and to the protection
enginesr's office. The whole process takes less than a
minute, 3o valuable information is available o the sys-
tem dispatcher in a relatively short period of time after a
fault was recorded by the DFR.

The anzlysis report typically contains the follow-
ing information:
= Event date/time stamp and DFR. identification
«  Fault type, fault location, and transmission line

invalved
+  Relay mipping times, breaker opening times, and

* carrier signaling
»  Spapshot of RMS values for selected anaJng chan-
nels

The fault analysis logic |n:m'|:n:|rat:-:l in the expert
system's knowledge base relies on signal processing
algorithms to extract aggregate parameters such as
RMS values for phase currents and bus voltages from
samples recorded by DFR. These parameters are then
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passed through the set of rules that represent relation-
ships between sysiem variables during differens fault
{or norrall operating conditions. The mathernatical
relatignships between various parameters for cerlain
fault types are shown in Table 1. [5].

FRp 5 p e

DFR Expen
System

Fax to system
dispatcher

Figure I, Diagram of the substation analysis svstem

This set of rules represens the agplication’s
knowledge about the operation of a power syslem sec-
tion in the form of “rules of thumb™. The rule hase is
expandable and can be changed over time, when a bet-
ter understanding of parieular operations of power
system equipment becormes available.

To facilimate modularity and extensibility of the
analysis logic, a “C Language [ntegrated Production
System” (CLIPS) expert system tool was embedded in
the application. This ool allows addition of new rules
wihiich specify a new set of actions to be performed for a
given power system opecating condition,

Figure 3 shows an example of o CLIPS rule to
determine if particular conditions for a phass-to-ground
fault are met. The exact thresholds (multiplication coef-
ficients) will change from substation to subssation, and
miay ne=d to be determined by trial and error as well as
modeling and simulation.

The expert system sofiwars is fullv astamated,
Once configured, no operator interaction with the sys-
tem is needed. The system reports (18 operating starus
an a daily basis by sending a fax message o the dis-
patcher’'s and pmmc::un engineer's office.
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Figure 3. Example of a CLIPS rule

Takle . Behavioral Patterns of the Basic Parameters

Event 0 Sequence Faulted Unfaulted 0 Sequence Faulted Unfaulted Line
= Type Current Current Current Moltage Voltage Vaoltage Voltage
a-g g > 2T fo=lar, | 1, <331, Fy = 04y, F, <0 V. =96, V=V

| 4, =140, L ¥, o< BF, -
a-b I, <01, ’ 5, >100, I <.If, ¥y < 01K, v, <.2v. ¥, > 99, ¥, < 3K,
a-h s PR s sy, | Tes ¥, <8,
-b-g RE TR | i, »101, T = D5V, V<8V . = 98K, - ”
a-h-¢ Iy = 031, i, '-\Ilf.'h'r ¥, < .0, }’J. < 8¥, ¥y <.BF,
a-beceg | My <031, I, =108, ¥, < 0¥, ¥, < 8F, Ky <AV,
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PROGECT [I: AUTOMATED SYSTEM-WIDE FAULT
AMALYSIS

The objective of this on-going research project is
to streamline DFR data files that are coming from many
different locations and archive them on a corporate
LAMN using certain classification criteria. The basic daa
flow diagram is shown in Figure 4. The DFR Master
Station PC's #1 through #3 are responsible for commu-
nicating with remote recording units via dial-up madem

lines. The Master Station units can be configured -

automatically poll remote recorders on pericdic basis
and retrigve new events, or substation DFRS can be set-
up to automatically call a Master Station when they
have a new event to report. For this project, the second
aption was used. :

It is worth mentioning, at this point, that this sys-
tem is configured to classify files coming from DFRs
made by two different vendors. The elassification 3¥5-
tzm has been generalized to allow easy incorporation af
additional vender's digital recording systems, as long as
the particular DFR vendor provides DFR file formar
description. For wrilities that may have DFRs fram
multiple vendors, this classification system featurs pro-
vides a commaon platform for fault analysis and the dis-
tribution of results. In addition, the common platform
eliminates the need to train emplayees to use multiple
DFR. manufacturer analysis packages.

To facilitace the classification process as well as
distribute elassification results across the corporate
[ntranet, a dedicated File Server PC and 2 Classification
engine PC are secured. The Classification Engine is the
“brain" of the system. [t monitors assigned incoming
file directories on a File Server and detects any new
DFR data file that has been copied from Master Sta-
tions. These new files are processed using built-in logic
e produce a classification report. Finally, the Classifi-
cation Engine automatically converts the raw DFR data
file into the COMTRADE format [12] and copies it
with the associated classifieation report to an assigned
dirzciory an Windows NT File Server,

k= o e
DFR Master  DFR Master
Sastion 41 Stanion K3

DFR Musier
Stance §1

Figure 4, Classification system block diagram

The File Server is a repository of both the raw
DFF. data files in it native format and the processed
DFR files in the COMTRADE formar. The easy sccess
1o the pracessed DFR. files is facilitaced by archiving all
data files into three categories (high, medium, and low
priority} based on certain criteria. A separate software
package for viewing the processed DFR files is pro-
vided. This package provides an integrated environment
far displaying both the conclusions abour the analvsis of
2 selected DFR file, as well as graphics in the form of
analag and digital traces,

Ome of the tasks of the Classification Engine is to
reduce the time that system protection personnel spend
on manual examination and archival of DFR records.
This system automatically classifies and filters DFR
records based on the following beoad criteria:

+  The fault condition exists and clearing time is satis-

factory.

The fault eondition exists and clearing time is

lenger than expected.

« The fault condition exists and breaker resirike
andfor ferro-resonance oceurs during fault clearing

Tablz 1T shows the list of signals that ars used for
the DFR file classification logic. If the signal is ne
monitored in a particelar DFR. configuration, asseciated
classification logic ean not be implemented. In the case
where only the two phase currents plus residual current
ars monitored, the thied phase current will be calelated
automatically by the Classification Engine, .

The following parameters are extracted and'or cal-
culated frem every DFR record: :

*  Relay rip times and relay pick-up time

*  Breaker openiclose times and breaker pick-up time
Breaker failure start times e
Carrier start/receive times

Caleulated fault inception time

The classification logic is based on the analysis of
the above parameters. The following arc the events that
can be recognized and flagged by the system:

Slow relay clearing

Breaker failure or slow breaker clearing

Breaker restrike

Carrier misopération

FT Fermo-resenance

Reclosure failure, Line lockout

L
-
L]

L B B B B

Table IL Input signals used by Classification Engine

Primary and backup relay wip

Breaker open position

Breaker cless position

Breaker failure (BF) contact

Carrier Start and Carrier Received contacts

AL least two phase currents (la, Ik, e}
Residual current {Ir}

All three phase (bus side) voltages {Va, Vi, Ve) |
Residual {newtral) voltage {Vr)

Analog| Digital




PROJECT [11: GPS BASED HIGH ACCURACY FAULT
LOCATION

As noted earlier, the accurate and timely informa-
tion regarding facl lecation, afier a transmission line
fault has occurred, is most important to system dis-
patchers. They need to confirm and isolate the fauled
section before any system restoration is arternpled. Then
dispatch maintenance crews directly to the fault site

Most of the existing fault location algorithms use
data from one line end, due to the large cost of addi-
tional equipment invelved in obtaining the data from
the other end as well [15, 16). Recently, the cost of the
necessary hardware is rapadly decreasing, which makes
implementation of two ended fault location algarithms
cost effective for critical transmission lines. The two
ended fault location algorithms are inherently more
accurate and robust than single ended ones [8, 17].

The fault analysis system presented in Figure |
incorporates design features needed for implementation
of an advanced fault locstion technique based on syn-
chronized sampling. Figure | shows the case where two
neighboring substations are equipped with GPS recaiv-
ers. The (3PS receivers are used for accurate synchroni-
zation of recording devices. Two substation PCs com-
municate with cach other via dial-up modem lines and
exchange fault waveform samples taken synchronowsly.

- One of the most important requirements for this
fault location algorithm is a fast, reliable and accurate
data acquisition subsystem. This can be achieved either
by using separate data acquisition with customized sig-
nal conditicning hardware, or making improvements in
the existing data acquisition subsystem built in the cus-
tomized DFR [18). The first approach increases the cost
and complexity of the hardware installed in the substa-
tion. The second is preferred if the existing DFRs can
be upgraded.

As total cost of implementing this advanced Fault
location system decreases over time, we expect wider
acceptance of the technology by utilities thar want to
gain comparative advantage by having accurate and up-
t-date information regarding their transmission grid.

High sampling rate requirements are imposed on
the data acquisition system due to the fact that the fault
location method is based on discretization of Ber-
geron's traveling wave equations or lumped parameter
line equations [19, 20]. In order to derive these equa-
tions we can consider the unfauled long transmission
line ghown in Figure 5. A transmission line longer than
150 miles can be represented as an L-C cireuit, since
the contribution of the resistance and conductance to the
series impedance and shunt admittance can be ne-
glected. The length of the line is o, The f and ¢ are the
series inductance and shunt capacitance per unit length.
The voltage and current at the point F, at distance o
from the sending end 5 is given by

v;{f}:%[ﬁ; (r=r Y=iglr+e, ]+

hsl=r)=vsle+e )]

(1)
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z__[":rc' -r)-vslter, ]

These equations fellow direstly from Bergeron's
iraveling wave equations. Hers, = is the characteristic

impedance of the line and <, is the ravel time to point £
from 5. They are defined as

fr —
EZ\IE , T =xle (3}

The voliage and current can also be written in
terms of the receiving end & voltages and currents by
replacing the subscript £ with R and changing the travel
lime 7,10 .., which is the time to travel from end & 10
F. Mow, if a fault aceurs at F, then the valtage at point
F due to the end 5 voltages and currents will be the
came ad the voltage at F due to the end R voltages and
currents. Thus the fault location equation becomes

%[&ﬂr-r‘ Y-igle+s,)
—iglt=rq Jrigl+ra,]] m
+%iv3 (=2 evslrer,)

_'ﬂ'l:r =Ta_z }_ "".rfr +Ta s ]]= 0

The distance o the fault does not appear explicitly
in the equation. When the equation is discretized based
on the sampling interval, the travel times to the point £
from either end will mot be exact any more. The right
hand side of Equation 4 will have a finits non-zero
value. Now, based on the sampling time step, the line
can be divided .into a number of discrete points, and
Equation 4 can be used to compute the error valtage at
cach of those discrete points. The point that yields the
minimum error value is the estimate of fault point.

This method is strongly. dependent on the sam-
pling frequency. To reduce this requirsment, the ap-
proximate point is used as a guideline. Once the mini-
mum eTor peint is obtained, the voltages and currents
at the points adjacent to this point can be computed
using the discretized versions of equations 1 and 2, the
single end equations,

The line section betwsen the adjacent points is
now modeled as & short transmission line and the fault
location is calculated more accurately. Further accuracy
improvements can also be achieved for mutually cou-
pled lines if the synchronized measurements are avail-
able from the terminals of the coupled lines [21].

o

g 1Ar lAr

Figure 5. Unfaulted long transmission line
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CONCLUSIONS

This paper has introduced a general concept of
automated fault amalysis wtilizing data collected by
various substation data acquisition equipment, and syn-
chronized wsing GPS receivers. Since the technology
far a full-blown solution is not vet readily available, a
variety af solutions can be implemented using existing
advanced technology. The following are the projects
and related benefits that are being implemented by
Texas A&M University and its utility partmers:
= High-speed automated subsiation based fault analy-

sis using DFR data.

+  Integrated sysiem wide sutomated analysis of DFR

. data from different DFR systems.
»  Accurate facll location utilizing synchronized sam-
ples from two ends of a transmission line using

GPS recaivers,
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