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a  b  s  t  r  a  c t

In this  paper,  a real-time  tool  to  detect  transmission  line relay  mis-operation  is  implemented.  The  tool
uses  time-synchronized  measurements  obtained  from  both  ends  of the  line  during  disturbances.  The
proposed  fault  analysis  tool  comes  into  the picture  only  after  the  protective  device  has  operated  and
tripped  the  line.  The  proposed  methodology  is able  not  only  to  detect,  classify,  and  locate  transmission
line  faults,  but  also  to accurately  confirm  whether  the  line  was  tripped  due  to a mis-operation  of  protective
relays.  The  analysis  report  includes  either  detailed  description  of the  fault  type  and  location  or detection
of  relay  mis-operation.  As such,  it can be a  source  of very  useful  information to  support  the  system
restoration.  The  focus  of  the paper  is  on the implementation  requirements  that allow  practical  application
of  the  methodology,  which  is  illustrated  using  the field  data  obtained  the  real  power  system.  Testing  and
validation  is done  using  the field  data  recorded  by  digital  fault  recorders  and  protective  relays.  The  test
data  included  several  hundreds  of  event  records corresponding  to both  relay  mis-operations  and  actual
faults. The  discussion  of results  addresses  various  challenges  encountered  during  the  implementation
and  validation  of  the  presented  methodology.

©  2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Transmission line faults have to be confirmed and located
quickly and accurately in order to restore power delivery as quickly
as possible. Historical events show that most of the large scale
blackouts occurred due to a series of transmission lines experi-
encing disturbances leading to relay mis-operations [1–3]. When
a transmission line is tripped due to the operation of protective
relays, an accurate fault analysis can verify whether the opera-
tion of relay was correct. Incorrect and unwanted relay trips of
healthy lines are called relay mis-operations [4]. Distance relay mis-
operation can happen due to incorrect first zone setting, false trip
of the second zone, false trip of the third zone after a power swing
in the network, etc. Moreover, in the case of fault, it can provide
the operator with an accurate estimation of the fault location to
facilitate the restoration process. The confirmation and isolation
of the faulted sections by the operator, as well as evaluating the
relay operation by protection engineer is also possible by utiliz-
ing such fault analysis tools [5]. There are several benefits of the
use of automated fault data analytics such as increased reliability,

∗ Corresponding author. Tel.: +1 979 862 1097; fax: +1 979 845 9887.
E-mail address: ahadesmaeilian@tamu.edu (A. Esmaeilian).

personnel productivity, redundancy, all of which enhance timely
support to the operations during the restoration or other critical
decision making processes during disturbances [6]. Such analytic
tools can also be very useful in support of reliable implementation
of new applications such as transmission line switching (topology)
control [7].

Different fault analysis methods have been proposed in the
literature either as a  separate fault detection, classification, and
location functions or as a complete fault analysis tool [8–24]. A
group of methods are developed, considering line impedance cal-
culation [8–17], while several others are based on high-frequency
transients, traveling waves, and wavelet-based methods [18–21].
Regardless of different schemes presented in these works, the
advantages of high-frequency based methods are the high accu-
racy and fast decision making. However, the majority of these
methods demand very high measurement sampling rate in the
order of tens of kilohertz, which is still not extensively available in
utilities.

In recent decades, several researchers developed an artificial
neural network (ANN) and fuzzy logic-based algorithms to detect,
classify and locate faults [22–24]. Generally speaking, the huge
number of training sets needed to reflect the wide range of sys-
tem operating conditions (i.e., loading condition, fault resistance,
fault inception instance, etc.) makes these methods difficult to

http://dx.doi.org/10.1016/j.epsr.2015.04.008
0378-7796/© 2015 Elsevier B.V. All rights reserved.
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implement in the industry environment. All of the methods
described in the references above did not have a capability to detect
or confirm relay mis-operations.

This paper presents an automated transmission line fault anal-
ysis that is able to detect, classify, locate faults, as well as to detect
relay mis-operations. The method operates on measurements cap-
tured at both ends of the line tripped by protection relays. The
purpose of the tool is to quickly confirm faults or detect relay
mis-operations in order to expedite troubleshooting. Relay mis-
operations detection can be very useful, especially if done within
few minutes, in order to quickly mitigate the problem and prevent
potential cascade. The method was validated using artificially sim-
ulated test cases and tested using actual fault and mis-operation
data. The tool overcomes time response and accuracy shortcomings
of the previous methods. The core algorithm is introduced in
[25], and its practical implementation is demonstrated in this
paper using real data captured in the field [26–30]. The paper
first gives theoretical background, and then addresses require-
ments, challenges, and benefits related to the use of the proposed
methodology.

2. Theoretical background

Researchers developed various fault analysis tools implemented
with ambitions to be a complete package [31–33]. In [31,32],
authors defined the algorithms based on availability of phasor
measurements obtained from substation IEDs. As a result, the algo-
rithms still needed phasor calculations which may decrease the
speed and accuracy of methods. The approach presented in [33]
is rather accurate but it depends on an availability of huge sets
of training data and high sampling rate, which are not commonly
available.

The fault analysis tool proposed in this paper, directly uti-
lize time-synchronized sampled data recorded by event-triggered
intelligent electronic devices (IEDs). The advantage of the proposed
method over current differential based fault analysis methods
proposed in literature is the direct use of samples without com-
puting phasors, which reduces computational burden as well as
the required available post fault data. Due to fast operations of
digital relays and modern circuit breaker, the available post fault
data window can be very short, which can hugely affect the
accuracy of phasor based methods. It provides the operator and
protection engineer with an accurate and detailed fault analysis
report that includes information such as fault detection, fault type
classification, internal/external fault differentiation, fault location
estimate, or relay mis-operation indication. The primary goal of
the presented method is to support decision making process when
troubleshooting transmission line faults. The fault analysis core
algorithm has been introduced in [25]. The following subsections
provide an overview of fault detection, fault classification, and
fault location calculation techniques implemented in the proposed
solution.

2.1. Fault detection and classification scheme

The proposed method of fault detection and classification com-
pares the change of direction of instantaneous powers at two ends
of transmission line using synchronized sampling measurement.
The method uses raw data measurements extracted from the data
samples with no need for phasor calculations. The method was eval-
uated using both current differential and differential active power
values. The use of active power displayed better accuracy as it was
less affected by the presence of noise or higher frequencies in the
current differential measurements.

In Fig. 1, V1(t), I1(t) and V2(t), I2(t) represent voltage and current
measured at two ends (Bus 1 and Bus 2) of the line at instance t,
respectively. Instantaneous powers can be calculated at both ends
using following formulas:

P1(t) = V1(t) × I1(t) (1)

P2(t) = V2(t) × I2(t) (2)

The unique feature of instantaneous power measurements from
both ends under fault condition makes the detection and clas-
sification of faults possible without using any thresholds. P1(t)
and P2(t) phase angles are opposite to each other during the nor-
mal condition. However, during a fault, the faulty phases will be
almost in phase with each other. It should be noted that, even
after the fault inception, the phase opposition is maintained in
phases that do not experience a faulted condition. Representing
this feature mathematically can be done using a signum function
defined as:

sgn(x) =

⎧
⎨
⎩

−1, x < 0

0, x = 0

1, x > 0

(3)

After calculation of sgn(P1(t)) and sgn(P2(t)), plotting the dif-
ference for each phase as Eq. (4) can give a clear understanding
of how the algorithm differentiate between fault and normal
condition.

Psgn(t) = sgn(P1(t)) − sgn(P2(t)) for phase a, b, c (4)

Theoretically, the sign difference introduced in Eq. (4) should
be ±2 before fault and during fault it should be 0; however, due to
transients, noise, and bus angle differences, some outliers may be
present. A moving time window of 5 ms is applied to the samples to
check whether at least 90% of Psgn(t) are 0. The 90% threshold was
used to allow for a certain level of outlier tolerance. This part of the
algorithm has been enhanced by using a time window with variable
length and thresholds, as it will be discussed in the implementation
section.

Finally, if Psgn(t) ≈ 0 for all phases, the fault type is a three phase
fault, otherwise if Psgn(t) ≈ 0 for two phases, then the fault is a
double-phase fault. If Psgn(t) ≈ 0 for only one phase, then the fault
type is a single-phase-to-ground fault and otherwise there is no
fault.

2.2. Fault location scheme

The concept of the fault location method utilized in the fault
analysis tool was introduced in [34] and further developed in
[25]. After detection of a faulty line, the fault location method is
triggered utilizing fault type classification output to define the cor-
rect mode of the fault location calculation. Depending on the line
length, two approaches have been developed to provide a bet-
ter accuracy. For short transmission lines, only serial connection
of an inductance and a resistance are taken into account. Kirch-
hoff voltage law from each end of the line to the fault point is
applied assuming the line to be homogenous. After calculation
and simplification, an explicit form of the fault location equation
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Fig. 1. Transmission line with two-end measurements.
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where, subscripts S and R stand for the values at sending and receiv-
ing ends respectively. k is the present sample point; d is the per unit
distance from S to fault point; �t is the time period with respect to
the sampling frequency;

Applying the same methodology for long transmission lines,
represented using distributed parameters, resulted in a pair of
recursive equations as below:

vj(k) =
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�
1/2
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+
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−
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(7)

where, �x = �t/
√

LC is the distance that the wave travels with
a sampling time step �t, Zc =

�
L/C is the surge impedance and

subscript j is the position of the discretized point of the line.
The explicit form of fault location, equation cannot be derived

from recursive voltage and current Eqs. (6) and (7). Therefore, fol-
lowing steps have been added to calculate the final location of fault.

Step 1. The line is discretized into equal segments with length
of �x.

Step 2. The approximate fault segment is calculated by finding
the point that has the minimum square of voltage difference calcu-
lated from both ends. Since the line is assumed to be homogenous,
the calculated voltage profile from both ends of the line must have
the same value at fault point.

Step 3. Finally, a short line model is developed around the
approximate fault point to refine the fault location using Eq. (5).

3. Implementation requirements

A typical transmission line setup with the event-triggered mea-
surements from both ends is depicted in Fig. 2. As shown for

Substation 1, the line can be monitored by various IEDs. For a
single fault event, several IEDs can be triggered and produce event
data files. The data samples are synchronized and time-stamped
using a highly accurate time-reference clock signal generated by
the Global Positioning System (GPS) receivers. The IED event files
need to be efficiently communicated, grouped by events that trig-
gered their creation, and paired base on their location (i.e., two ends
of a transmission line).

The proposed implementation is illustrated with a diagram in
Fig. 3. The implementation assumes a high-speed communication
link between substations and control center in order to reduce
download time from DFR/DPR devices. The analysis reports need to
be stored in a  central database and made accessible to the operator
and protections engineers. Details on the implementation require-
ments and challenges pertinent to the use of field data are discussed
in the following subsections.

3.1. Importing the event data

DFR/DPR event files were received from the participating util-
ity in unified COMTRADE file format (IEEE C37.111-1999). The used
DFR and DPR devices varied by vendor, types, and vintage. The field
data measurements varied in sampling frequency, vertical A/D res-
olution, accuracy in time synchronization, etc. The sampling rate
was 96 samples per cycle for DFRs and 16 samples per cycle for
DPRs.

The system model description was received in PSS/E raw file for-
mat and used for pairing the event files coming from two ends of
the same transmission line. Finally, the utility provided a spread-
sheet containing the list of relay mis-operations and references to
the corresponding event files.

3.2. Pairing the two-end data

The correct operation of the method requires measurements
from both ends of the line with the correct time reference. If there is
only a file from one end of the line, it is kept in the event database
to be used if the data from remote buses becomes available. As
mentioned before, there can be multiple IED files created during a
single disturbance event. The files corresponding to the same event
can be identified using the GPS time stamp. Furthermore, using the
topology from the system model, the IED files from the neighbor-
ing nodes are paired to extract the two-end measurement for the
transmission line between the nodes (buses). The following steps
are needed to pair the two-end data:

Step 1. Extraction of substation name from the currently
processed event file name (assuming the use of IEEEC37.232-2011
naming convention).

Step 2. By utilizing static system model from PSS/E file, a topol-
ogy processing script identifies all possible neighboring nodes with
respect to node currently being processed.

Step 3. The file repository is checked to focus on the nodes for
which the event data exist.

The analysis is then performed for each available pair of data
files.

One of the challenges experienced with the field data was
a lack of substation naming convention, which resulted in a
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Fig. 2. Typical transmission line setup with measurements from both ends.

mismatch between information the PSS/E file vs. channel names
in DFR/DPR files. A considerable portion of the DFR/DPR files could
not be matched automatically and these files had to be checked
manually to extract all possible test cases.

3.3. Re-sample and align

Most modern IEDs support synchronous sampling using the
information obtained from a GPS receiver. Files corresponding to
two-end measurements of the same event are processed in order to
extract data samples for instantaneous voltage and current signals
measured at both ends of the line. The extracted data samples are
re-sampled and aligned to allow for algorithms that use instanta-
neous values to be applied. Re-sampling is done using interpolation
in order to obtain the same sampling rate for measurements col-
lected at both ends. The alignment of the event records is done to
compensate for the different lengths of pre-disturbance data win-
dows for different IEDs, which is a common situation. Fig. 4 shows
an example of a situation where recordings of the same event had
a difference in the pre-fault duration. As it can be seen, the pre-
fault time captured by DFRs at ends 1 and 2 are 85 ms and 253 ms,
respectively.

The final result of the signal processing is a set of synchronized
samples corresponding to phase voltage and current signals from
both ends of the transmission line in question.

3.4. Fault analysis

In [25], a single length moving window of 5 ms was used with
the threshold set at 90%, since the software simulated data were
relatively clean of higher frequency, noises, and other corrupting
factors. The actual implementation uses a variable length time mov-
ing window (5, 10, and 15 ms lengths) to check whether at least 80%
(this threshold value was determined considering a certain level of
outliner) of Psgn(t) are 0. A sensitivity study using the available field
data was performed to determine thresholds to be used with each
time-window size. The modified algorithm performs a three-step
check:

Step 1. First, the algorithm checks the possibility of fault with a
5 ms window and 90% threshold;

Step 2. If no fault is detected, a 10 ms window with 85% threshold
is used;

Step 3. Finally, a time window of 15 ms with 80% threshold value
will be applied, accordingly. If the fault is not detected, the event is
considered a relay mis-operation.

3.5. Detailed report

The results of  fault analysis are provided in the form of detailed
analysis report. As shown in Fig. 3, the outcome of the analysis may
be: (a) the event is not a fault, which means that the tripped line
may be available to switch back in; (b) fault detected, classified, and

Fig. 3. Automated analysis of time-synchronized event data.
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Fig. 4. DFR extracted current waveforms before time synchronization.

the distance to fault has been estimated. During the evaluation, the
analysis results were compared with the actual scenarios to assess
the errors. The results were saved for further studies.

3.6. Data analytics execution sequence

The execution process for the analysis tool and its main com-
ponents is illustrated with a sequence diagram in Fig. 5. The
initialization of the tool reads the settings (i.e., incoming data folder,
channel assignments) and the system topology given in PSS/E raw
file format. The main module continuously scans the incoming
folder and once a new event file is detected, it is imported into
the event database. For the given source bus where the file was
recorded, the analysis checks the system topology to identify all
the remote substations (neighboring buses). The event database is
then queried for all the available data files from remote buses that

were recorded at the similar time (time window set at 100 ms).
If the two-end paired data is found, i.e., there are at least two
event records corresponding to the same event, the fault analy-
sis is applied. The analysis is repeated for each line with two-end
fault data as depicted in Fig. 5. An analysis report is generated for
each processed pair of two-end data and archived in the database
for later use. The total time budget for the execution is measured
in minutes (i.e., <5 min). Most of the time is used to transfer event
files from substation IEDs to the centralized workstation.

4. Validation using simulated data

The proposed analytic tool has been validated using simulated
fault data. The IEEE 118 bus test system has been simulated in ATP
software [35]. A MATLAB script has been developed to create large
number of test cases in ATP software [36]. Table 1 illustrates a

Fig. 5. Sequence diagram of the relay mis-operation detection software.
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Table  1
Summary of result of ATP simulations.

Fault specification Sampling frequency

Fault type Fault
resistance
(�)

Fault
distance
(%)

500 Hz 2 kHz 10 kHz

Fault location
error (%)

Detected fault
type

Fault location
error (%)

Detected fault
type

Fault location
error (%)

Detected fault
type

AG 1 5 1.74 AG 1.42 AG 1.04 AG
20  1.53 AG 1.25 AG 0.81 AG
50  0.35 AG 0.08 AG 0.15 AG

10 5  2.16 AG 1.74 AG 1.18 AG
20  1.97 AG 1.50 AG 0.93 AG
50  0.52 AG 0.17 AG 0.21 AG

100 5  2.31 AG 1.91 AG 1.48 AG
20  2.16 AG 1.69 AG 1.25 AG
50  0.79 AG 0.55 AG 0.23 AG

AB 1 5  1.86 AB 1.52 AB 1.15 AB
20  1.63 AB 1.39 AB 0.92 AB
50  0.41 AB 0.19 AB 0.15 AB

10 5  2.33 AB 1.81 AB 1.26 AB
20  2.01 AB 1.65 AB 0.99 AB
50  0.75 AB 0.30 AB 0.20 AB

100 5  2.57 AB 2.03 AB 1.41 AB
20  2.28 AB 1.75 AB 1.12 AB
50  0.83 AB 0.68 AB 0.04 AB

ABG 1 5  1.64 ABG 1.36 ABG 1.08 ABG
20  1.49 ABG 1.17 ABG 0.80 ABG
50  0.52 ABG 0.33 ABG 0.34 ABG

10 5  1.95 ABG 1.52 ABG 1.02 ABG
20  1.70 ABG 1.37 ABG 0.94 ABG
50  0.42 ABG 0.29 ABG 0.17 ABG

100 5  2.17 ABG 1.83 ABG 1.59 ABG
20  1.92 ABG 1.62 ABG 1.30 ABG
50  0.60 ABG 0.51 ABG 0.23 ABG

ABCG 1 5  1.51 ABCG 1.37 ABCG 0.95 ABCG
20  1.33 ABCG 1.14 ABCG 0.79 ABCG
50  0.19 ABCG 0.05 ABCG 0.07 ABCG

10 5  1.77 ABCG 1.56 ABCG 1.15 ABCG
20  1.58 ABCG 1.33 ABCG 0.93 ABCG
50  0.26 ABCG 0.18 ABCG 0.11 ABCG

100 5  1.94 ABCG 1.69 ABCG 1.04 ABCG
20  1.78 ABCG 1.41 ABCG 0.88 ABCG
50  0.41 ABCG 0.25 ABCG 0.15 ABCG

portion of validation results considering different fault specifica-
tions. As shown in Table 1, different fault types (AG, AB, ABG, ABCG),
fault distances (5%, 20%, 50%), fault resistances (1 �, 10 �, and
100 �) and different sampling rates (500 Hz, 2 kHz, 100 kHz) were
simulated. For all 108 cases, the fault has been correctly detected
and classified. The results of fault location showed high accuracy
(the worst case error is less than 2.5%) of the method even under
very high fault resistances. Three observations were made during
the validation testing: (a) as the sampling rate increases, the fault
location error goes down for the same fault specification; (b) the
result of fault location is more accurate when the fault occurs close
to the middle of the line, which was expected for two-end algo-
rithms; (c) the result of fault location is robust for both grounded
and ungrounded systems.

5. Test results using field data

A description of the field data used for the implementation and
validation of the new fault analysis tool is summarized in Table 2.
The utility provided us with 1764 event files that have been col-
lected from various substations over the period of 5 years. All of the
events were caused by distance relays operation which occurred at
the transmission level. As expected, a huge portion of the received
event files were covering measurements from only one end of the

line. After sorting the data and verifying the configuration avail-
ability, the total number of events for which there was a useful pair
of two-end data was 181, which is still a representative set of field
data test cases.

5.1. Examples of transmission line faults

Fig. 6(a–c) depicts instantaneous power P1(t) and P2(t) captured
by DFR units at the two ends of a 161 kV transmission line with
respect to time. In this case, the original information received from
utility shows that the transmission line between two substations
experienced a fault and relays at both ends tripped in first zone. The
results of simulations show that fault detection and classification
method detects a single phase fault (ag).

As shown in Fig. 6(a–c), the disturbance has started at 60 ms
and the instantaneous powers from two ends at phase B and C
are in the opposite direction before and after disturbance. While
for phase A, they become in the same direction when the distur-
bance has been initiated. As a result, the output of the fault analysis
tool reports “Single phase A to ground fault” condition. Fig. 7(d–f)
shows plot of Psgn(t) with respect to the time for three phases. It is
obvious that for phases B and C less than 80% of the total samples
are zero while for phase A more than 80% of the total samples are
zero.
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Table 2
Summary of DFR/DPR Files Event Extraction.

Files availibility IED device type (number of files) Event type (number of files) Total useful events

Multiple ends DFR (450)/DPR (45) Fault (106)/mis-operation (45) 151
Two  ends DFR (71)/DPR (17) Fault (15)/Mis-Operation (15) 30
Single end DFR (1083)/DPR (98) Fault (375)/Mis-Operation (156) 0
Total  DFR (1604)/DPR (160) Fault (496)/mis-operation (216) 181

5.2. Examples of relay mis-operations

Sometimes, distance relays trip in response to power swings
phenomena, overload or occurrence of faults on adjacent trans-
mission lines. In such cases, a fast corrective action to identify the
relay mis-operation and switch the healthy line back to service
may prevent power system from cascading outages and major
blackouts. Fig. 7(a–c) depicts instantaneous power P1(t) and P2(t)
calculated based on data captured by DFR units at the two ends
of a 161 kV transmission line with respect to time. In this case,
the initial information received by utility shows that the line has
been falsely tripped due to single phase fault (ag) while the later

investigation of the case reveals that the relay mis-operates due to
a single phase fault on an adjacent line.

As it can be seen from Fig. 7(a–c), the disturbance has been
started at 160 ms and the instantaneous powers from two ends
are in the opposite direction before and after disturbance. As a
result, the output of the fault analysis tool reports “no fault” condi-
tion. Fig. 8(d–f) shows plot of Psgn(t) with respect to time for three
phases. It is obvious that less than 80% of the total samples are zero
which means no fault has been detected in any of three phases.

In all of the received field test cases, the lines have been switched
out due to operation of distance relays at both ends. The method
would not be affected if only a relay at one end mis-operates. In such
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Fig. 6. Single phase to ground fault detection and classification.



A. Esmaeilian et al. / Electric Power Systems Research 125 (2015) 174–183 181

100 15 0 20 0 250
-3

-2

-1

0

1

2
x 107 Instantaneou s po wer from bo th end  (a)

Time (ms)

Ins
tan

tan
eo

us
 Po

we
r (

W
)

P1a
P2a

100 15 0 20 0 250
-2

-1

0

1

2
Difference of sign (d)

Time (ms)

Sig
n D

iff
ere

nc
e

100 150 20 0 250
-3

-2

-1

0

1

2
x 107 Instantaneou s po wer from bo th end (b)

Time (ms)

Ins
tan

tan
eo

us
 Po

we
r (

W
)

P1b
P2b

100 150 20 0 250
-2

-1

0

1

2
Diff erence of  sign (e)

Time (ms)
Sig

n D
iff

ere
nc

e

100 150 20 0 250
-3

-2

-1

0

1

2
x 107 Instantaneou s po wer from bo th end  (c)

Time (ms)

Ins
tan

tan
eo

us
 Po

we
r (

W
)

P1c
P2c

100 150 200 250
-2

-1

0

1

2
Diff erence of  sign (f)

Time (ms)

Sig
n D

iff
ere

nc
e

Fig. 7. Relay mis-operation detection.

cases, assuming that the DFR event files are available from both
ends, the analysis would identify the line as being healthy and the
relay mis-operation would be reported so that the operators and
protection engineers can initiate mitigation or troubleshooting.

5.3. Additional two-end data analysis results

Table 3 provides a summary of the results for 10 fault and 10
relay mis-operation cases. As described in the theoretical back-
ground, the proposed method detects and classifies fault using the
three step variable time length data window. In all cases, the algo-
rithm detects, classifies and locates the faults within one cycle of
fault inception, which reveals the speed of the tool. Utilizing this
feature, we were able to achieve correct results even in the cases
with short post fault data (due to fast operation of circuit breakers).
The approach accurately and reliably detects relay mis-operation
cases, which can be used as a source of information for corrective
switching actions.

In many test cases, captured voltage and current signals were
noisy and there was a concern that the noise will affect the analytics.
For example, in Fig. 8 the waveforms are moderately affected by
higher frequency noise. In the provided set of files, the fault analysis

accurately detected faults and relay mis-operations even for the
noisy signals. Future research should include a sensitivity study to
determine effects of the noise to the analytic results.

5.4. Data from multiple ends

In this subsection, a unique feature of the fault analysis tool has
been tested and verified. Theoretically, this fault analysis tool is
able to operate when the DFR/DPR measurements are available at
two ends of a line. The fault analysis tool can also be utilized when
there are files from multiple ends. In such cases, the algorithm can
detect the fault if it occurred inside any sets of two ends data.

Fig. 9 shows the topology of a part of a power system where
multiple DFR data are captured when an event occurred. In this
case, the DFR data are available at three specified buses while there
are some buses in between where no DFR file is available. The fault
analysis tool has been deployed for three different sets of two end
data identified as route 1 to 3 in Fig. 9. To have a better insight
in the fault analysis tool behavior, the ratio of zero samples to the
total samples inside the moving window has been plotted against
the time. Anytime the output exceeds 0.8 for any phase, it means a
fault has been detected on such phase.
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Table 3
Fault Analysis Tool Test Results vs. Field Data.

Test data category Case number kV level Event type detected Detection time (ms) Fault location (pu)

Fault cases 1 161 ABG fault 5.1 0.071
2  500 CG fault 7.9 0.514
3  500 CG fault 9.2 0.463
4  161 CG fault 5.8 0.817
5  161 BG fault 8.7 0.789
6  161 ACG fault 7.1 0.306
7  161 AG fault 10.3 0.449
8  161 BG fault 14.9 0.275
9  161 AG fault 11.7 0.650

10  161 AG fault 9.4 0.119

Relay  mis-operation
cases

1  161 Mis-operation 8.6 N/A
2  161 Mis-operation 12.4 N/A
3  500 Mis-operation 11.8 N/A
4  161 Mis-operation 9.6 N/A
5  161 Mis-operation 8.7 N/A
6  161 Mis-operation 10.4 N/A
7  161 Mis-operation 14.3 N/A
8  161 Mis-operation 10.8 N/A
9  161 Mis-operation 7.5 N/A

10  161 Mis-operation 8.8 N/A

Fig. 8. Higher order harmonics and noise presence in current signals.

Fig. 9. System topology for multiple-end data.
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Fig. 10. Probability of the fault for the case of multiple-end data.
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Fig. 10(a–c) depicts the outputs of the fault analysis tool for the
three different routes described in Fig. 9. The results illustrate that
a single phase A to ground fault is detected on route 1 and 3 while
no fault has been detected on route 2. Using the pair of data from
buses 1 and 2 the fault has been located at 0.56 pu from bus 1, while
using the pair of data from bus 1 and 3, 0.63 pu from bus 1.

6. Conclusions

The main contributions of this paper are:

• It defines implementation requirements for the practical fault
analysis solution for detection of relay mis-operations. Such a tool
can be very useful to support decision making process during the
system restoration and for prevention of cascading events.

• The implementation addressed the challenges pertained to the
use of field data such as quality of field signals, time synchroniza-
tion, different sampling rates and A/D resolutions, etc.

• The validation of the method was done using ATP simulations of
IEEE 118 test system. The simulation included several test cases
based on different fault type, fault resistance, distance to fault,
sampling rates, etc.

• Finally, the implementation was tested using the actual field data,
which included around 200 test cases. The correct operation has
been validated against the information about the events received
from the participating utility.
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