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Abstract - This papes is concerned with definition of an
implementation framework which would enable classification
and somparison of various expert system solutions. The [rame-
work description is given by pointing cul two most important
sspects of the problem. One is the hierarchical nature of the
fault nnalysis process, and the other owe is the wariety of
equipment that may be used for the expert system imple-
mentntion.

The implementation framework s used o point out vasious
design approaches for the expert system. Special stiention
is given to the approaches that use both analog aig'nlll and
contact information as the input data. Examples of new de-
signs of expert systems for fault analysis are discussed.

Keywords:  expert system, fault analysis, implementation
framework, control mnd protection equipment.

INTRODUCTION

Application of Expert Systems (ES) to the analysis of power
aysiem fnults is one of the most frequently investigated prob-
lems in the sres of ES application to power system monitoring
and control [1-3]. The research has resulted in & number of im-
plementation projects that are undertaken nround the world
[4). A careful analysis of the implementation approaches in-
dicates different issues that relate to the fault analysis such
as alarm handling [5, 6], fault diagnosis |7, 8, 9], fault locn-
tion [10], disturbance analysis [11, 12], substation monitoring
[13, 14], substntion switching [15, 16], and restoration switch-
ing [17). All of thess issues were investigated separately with
very few studies trying to define the overall problem of fault
analysis with & clesr indieation of the possible options for
the expert system implementation strategy. This situation
ban produced a number of different expert aystem solutions
which are very hard to compare due to the lack of & compre-
hensive implementation framework definition.

This papes is concerned with definition of sueh an implemen-
tation framework which would enable classificaticn and com-
pasison of various expert system solutions, The framework
definition is derived by pointing out two mest important as-
pects of the problem. One s the hierarchical nature of the
tault analysis decision process, nnd the other one is the va-
riety of equipment that may be used for the sxpert system
implementation.

The first section of the paper is related to description of the
fault analysis problem. Existing equipment that may be used
for the expert system implementation is discussed next. The
implementation framework characteristics are pointed out in
the following section. Some new design approaches for the
expert system are proposed at the end.

FAULT ANALYSIS PROBLEM

A careful sindy of the references indicates that warious nu-
thors have different interpretations of the fault analysis prob-
lem [1-4]. Hence, n variety of expert systema were developed
to cope with different aspects of this issue. Definition of an
implementation framework requires consistent mterpretation
of the problem with clear understanding of the decision steps
invalved,

Fault Analysis Definition

One of the first definitions of this problem hnd indicated
that the mein target of the analysis ae circait-heeaker and
protective-relaying operstions [18]. The purpose of the fault
analysis, according to the author, is to derive an up-to-date
picture of the power-system pelwork and to obtain diagno-
sis of the trouble. A subsequent reference had pointed oat
that the whole fault analysis process is performed o order
to carry out approprinte restoration switching of the power
system [17]. Further study of the problem created new in-
terpretations of the fault analysis as being related to alarm



processing [5, 8], fault loestion [10], disturbance analysis I,
12|, submtation equipment dingnosis [13, 14).

The fault analysis problem s actuslly a combination of the
mentioned interpretations. The specific goal of this proceas i
determined by the operator trying to make certain decisions
aboul the siate of the system snd the needed operntions, af-
ter & fault event has cccurred. Therefore, the fault analysis
should be defined ns the overall process that guides the oper-
ator in making approprinte decisions and actions subsequent
to the fault event.

Hierarchical Decision-Making Structure

Baned on such s definition, fault analysis process may be eon-
sidered as a hierarchical decision-making structure with sev-
ernl well defined steps. These steps may be designated as
Tollowa:

= dats sequisition and preprocessing

— dats base updating

— event interpretation

- fnult dingnosis

= frult location

— pestoration switching
Diata acquisition and preprocessing requires a decigion ahout
what data is to be collecied and what kind of preprocessing
i bo take place. Typical choices for the input dats are cir-
cuit byeaker and relay contacts as well as sumples of analog
{voltage and current) signals. The requirsd preprocessing ia
dep-cndmnl on the mbnpqur.ﬂt stepa,

Data base updating determines resolution and time window
of the fault anslysis process. Resolution s related to refresh-
ing time for dats base updating. Time window determines
time durstion of the event that is golng to be analyzed, Sev-
eral decisions bave to be made to select appropriate resalution
and time window for & given decision step in the fault analy-
si8 process.

Event interpeetation is essential since it points oul what kind
of system disturbanee has oceurred. The main purpose is ta
identify the fault event and to make a decision to proceed
with the analysis. The event interpretation process may be
based on different information such ne:  sequence-of eventa,
alarms, relay targets, records of Lransients,

Frult dingnosis is & decision steps that s simed at identifying

consequences of the fault event, It provides information on
the faulted sections and related post-fanll system eonfigara-

tion. The most comemen input dats used so far for this process
are the contact indications ebtained from crcust breskers and
protection relays,

Fault location decision step points out sccurste location of
the fault and provides information needed to isolate the falt
and to restore the heslthy parts of the system. The fault
location decision is usually made based on processing of sam-
plea of analog signals but circuit breaker contract information
may be nsed as well.

Festoration switching is performed after protective relaying
bas isolated faulted sections of the system. This sction is
needed bo restore healibhy parts of the system that may be
non-selectively tripped by the relaying. Restoeation awitch-
ing is also used io restore systems after major binck outs, The
main decison s related to selection of the syslemn sections to
be pestored and approprinte switching sequences to he carried
out during the restoration. A summary of the fault analynis
decision making hierarchy is shown in Figure 1.
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FAULT ANALYSIS EQUIPMENT

Implementation of expert systems designed to perform vari-
ous combinations of the fault analysis decision steps may be
cartied oul using diferent squipment. This section gives an
overview of the equipment designs and their data processing

Equipment Designs

A wariely of existing equipment may be used for imp]-:rqr.n-
tation of the fault analysis expert systems. Particular im-
plementation strategy may depend on availability of certain
types of devices, which in turn is dependent on specific phi-
losophy that s utility may have regarding the choice of the
equipment to be installed. As a summary of the possible
equipment designs, Figure 2 gives different devices and their
inberconnections.

Figure 2. Equipment for Fault Analysis

CFL - Centralized Fault Location

M5 - DFR Maater Station

PE - Protection Engineer's Conscle
EMS - Enpergy Mansgement System
RC - Regional Control Center

SC - Substation Computer

15 - Integrated Substation System
LMS - Loeal DFR Master Station
FL. - Fault Locatar

DFR - Digital Frult Recorder

DAY - Data Acquisition Unit

PR - Protection Relays

RTU - Hemote Tenminal Unit

S0E - Sequence of Events Recorder
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pluuime fqu:ipmﬂ:l. d.cn';m that may e bocnted at different
substations throughout the power system. However, all of
the existing equipment is used to perform its own designated
fanction, which 18 unuiﬂ:u' ol mplﬂmteﬂ. uRIng AR expert
system. On the other hand, that function may be uiilized
ms n past of the fault analysis decision-making process. As
i mn.dum'un, implmu:l.il.mn of an expert aystem mquhﬂ
eareful integration of the existing equipment and fanctions
with an ndditional design of the expert system softwase, This
requires furtber analysis of dats processing charncteristics of
e different squipment.

Diata Processing Characteristics

Munjor differences regarding dats processing charscteristies
are in the following sareas: ssmpling rate, synchronization
of input signal snmpling, type of input signals, and data base

organization.

Equipment shown in Figure 2 has & wide range of options for
input signal sampling rates. The highest sampling rates may
be implemented in digital fault recorders (severnl kHz) while
remate terminal unita of SCADA system may have the lowest
sanpling raten (couple of bundred Hz).

Synchronization of input signal sampling may be quite differ-
ent for various designs of the mentioned equipment. Some of
the squipment, such aa protection relays, have simultaneous
sanpling synchronization on all input channels. However, not
all of the relays are synchronized among themeelves, SCADA
syatems utilize scanning of inputs to the KTUs. Integrated
substation control and protection systems may provide sum-
pling synchronization for the entire substation. Most of the
equipment provides some sort of time-stamps for synchroniza-
tion of data sumples that are being combined in & centralized
dntn hase,

Major difference smong the equipment is also related to the
type amd number of input signals connected from the sub-
atation switchyard, The equipment that wsuslly gets most
of the system-wide analog and contact datn is the SCADA
equipment which s connected to the entire power system
switchyard through the RTUs. Protection relays get all of
the wnalog signals as well as most of the contset dats. Digi-
tal fault recorders nre connected to selected number of noalog
wnd contact signals in & substation. Similar situation is with
fault locators which are also connected to selected analog sig-
nels. Sequence of events recorders collect moat of the contact
dats in & substation while integrated substation control snd



protection systems collsct almost all Iﬂllﬂs wnd contact date
wvnilable in & substation switchyard.

Diata bases differ quite & hit among the equipment. Major
difference is in the smount of dats collected due o variety of
connections to the substation signals, Another difference is
in the level of preprocessing that takes place as the original
function of the equipment is executed, Finally, s difference
exiat in the way the collected dats is organizad in a centralized
location,

IMPLENTATION FRAMEWORK UTILIZATION

The hierarchical decirion-making strscture of the fault analy-
ain process s well s the existing equipment provide a versa-
tile implementation framework that may result in & oumber
of diferent expert systemn designs. As indicated enrlier, this
is illustrated by n large number of reparted implementations.
However, hased on the previous discussion, n more compre-
hensive analysis of existing designs and future improvements
may be performed.

Exi

ing Designs

The mest common utilization of the implementation frame-
work for the existing expert system designs is to use squip-
ment which collects contact data coming from protection re-
Iays and cireuit breakers, Typical equipment used to collect
date are RTUs of the SCADA systems, S0E recorders and
alarm loggers. 1t is interesting to pote that this implementa-
tion approach lmits the level of the expert system decision
making in the fault analysis process. This may be ohserved
by careful analysis of input signal requirements needed for the
decision process outlined in Figure 1. Typical decision steps
implemented in this case are the lower steps in the hierar-
chy providing event interpretation and/or fault disgnosis as
the output. The operator still has to rely on otber means to
make decision sbout fault location and restoration switching
sirategy.

This implementation approach introduces some other limita-
tions ms well. One typical limitation is processing time re-
quired by an expert system to make s decision in & complex
case. Usually this time in quite long sinee data base validity
and consistency checks are in this ease not essy to perform
and this makes the overall decision process quite involved. On
the other hand, data base validity and consistency checks are
needed since the centralized dats base is formed by communi-
cating data from different substations, which may introduce
dats transmission errors. Yet another problem is associated
with & lack of means for & temporal check on the contact dats,
which again limits capabilities of the decision process.

Future ln_lmvmnrnl.
Leveral expert system implementation features were suggested
to remedy some of the mentioned problems, A distributed
expert system implementation was proposed to improve pro-
ceaning time i'lﬁ]. An advanced distributed problem solving
kernel wan developed to enable parallel processing of the ex-
pert system tasks in & network of computers.

Yet another approach using decentralized fmult diagnosis at
the substation lewel was introduced, which eliminates the
need for extensive system-wide communications, and henes
the dats transmission error impact is reduced [20]. This is
made possible by utilizing integrated control and protection
systems which are resident in & substation and provide local
substation data base, This dats base may be used for the

Further improvements regarding the means for temmpornl pro-
cessing nre nchieved by using eausal and tempaorn] reasoning
in implementing expert systems |21, 22,

Finally, it shotld be pobnted aut that all of the improvemeots
have not still resolved the major limitation of the mentioned
tevplementation approach. This Bmilation i related to the
difficulty in coming up with the fault location and the restora-
tion gwitching strategy decisions based only on the available
contact date, Some new directions for providing fault locstion
function within the SCADA system are recently introduced,
but this development is separate from the expert system im-
plementation [23].
NEW DESIGN APPROACHES

The previous discussion has pointed out major characteristics
af the implementation framework utilization for the existing
designs. The swme general implementation framework con-
sisting of the hierarchical decision-making structure and the
wariety of different equipment may be utilized in » unique way
to enable new design approaches for the expert system. The
following discussion gives basic characteristics of some of the

Processing of Fault Signal Recordings

Major goals for the new designs are to make improvements in
the areas of the existing designs that are found to have limi-
tations. These improvements could be achiewed by including
samples of analog signals, together with contact data, in the
expert system data base. The information on analog signals
may provide temporal eheek for contaet date processing since
the sinusoidal waveforms have an inherent representation of



time. Thin feature may be further enhanced by providing
synchronized sampling of all voltages and currents as well s
eircuit breaker contacts at the level of & feeder, aubstation or
the overall power system [24]. Utilization of analog signals
may also facilitate validity and consistency check of contact
datn since the cireust bresker contacts and relay targets are s
direct consequence of & given disturbance on the analog sig-
nals,

More important sspect of introducing analog signals in the
ﬁpﬂly!lﬂdﬂlbﬁehhimmlhcdndﬁm mlhu
procean for the fault analysis function. Samples of ansbog
mignals may be utilized to caloulate fault location quite nee-
rately. Furthermore, knowledge oo analog signal conditions
in the systern may facilitate the system restoration proce-
dure ms well, By adding these two improvements, the fault
analysis decimion process may be signifieantly simplified and
made more powerful since the expert system may provide
operntor with very precise information sbout the fault and
the conssquences aof the protective relaying operation. Alsa,
n detailed specification of the restoration sequences may be
outlined since the fnult can be located, the configuration of
the system ean be verified and the voltage and power fow
constraints can be known,

The remuining question is related to selection of squipment
to be used for the new expert system implementation. Obvi-
cusly, there are several candidates from the different types of
equipment shown in Figure 2. The trade off between perfor-
mance and cost has to be carefully investigated to make the
best selection. The good candidates are Digital Protection
Relays (DPRs), Integrated Substation Control and Protec-
tion Systems (ICPSs), and Digital Faalt Recorders (DFFs).

An approach undertaken by Texas ALeM University (TAMU)
whs Lo investigate utilization of DFR equipment for imple-
mentation of an expert system for fault analysis. An outline
af the equipment configuration is shown in Figure 3. The re-
quired input signal processing steps are shown in Figure 4.
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Figure 4. Input Signal Processing Steps

This solution is quite powerful sinee DFRs provide recordings
of hoth analog and contact signals. Propes design of the sig-
nal sampling synchronization and the recorder triggering logic
ennbles collection of time-stamped fault dats within substs-
tions. Appropriate communication system provides ways Lo
tranamit this dats to a central location where further pre-
processing of the raw signal samples may be carried out. Fi-
nally, this new and improved data base is made available for
implementation of the expert system logic for fault aaslysis.

New Expert System Logic For Fault Analysis

e the improved data base is created at the overall power
apstem level, the question remains as how to implement an
expert gyvstem bogic o utilize this data hase,

TAMU investigations have shown that s very powerful logic
for fault mnalysis is the protective relaying logic that is inher-
cntly adaptive and selective [25]. This logic in based on both
annlog and contset signale and may be implemented aning
digital systems. ‘The main idea is to utilize directions] relay-
ing logic with system-wide exchange of data [26, 27). The
most important aspect of this logic is that it determines the
faulied section very mceurntely and within s very short pe-
riod of time. At the sarme time it gives an answer sboul the
current system configuration. Therefore, it represent n very
efficient logie for fault analysis and is superior in many re-
spects o the previously implemented ooes. This logic may
easily be implemented using expert system technigues and
hence may represent n new design approsch for the expert
aystem implementation of the fault analysis function.



& number of different implementation strategies may be uii-
lized to provide system support for this new faull soalysis
logic. Use of the DFR equipment, ns discussed earlier, is
one prssible approach. Use of & modified SCADA system
may be yet another appronch. Recent TAMU study indicates
that the use of the substation integrated coutrol and protec-
tion systema, aa substitutes for EMS RTUs, may be the best
approach [28]. In this case the system-wide dats hase and
ihe expert system logic may be implemented in & distributed
fashion ai substations. The required spstem-wide exchange
of data may be performed through the EMS communication
network, This would enable a very fast processing of the logic
which in turn would enable either EM$ control center or sub-
station eperator to respond quickly to the fault disturbances.
This new implementation approsch is eritically dependent on
the communication links within the EMS design and further
study of this problem is essential when final feasibility of this
spproach is to be evaluated.

CONCLUSIONS

Discussions given in this paper indicate that:

# The fault analysis implementation framework may he
viewed as consisting of the hierarchical decision-mnking
structure and the variety of different equipment designs.

# The expert system designes implemented so far were
concentrating only on the use of contact data through
SCADA data bases, which has & limiting impact on the
fault analysis decision process,

& The new utilizations of the implementation framework
enable further improvements in the fault acalysis deci-
sion process, if analog data is used in conjunction with
the eontaet data.

-

The new approach to fault analyes suggested by TAMU
introduces system-wide relaying logic and substation
ICPE equipment a8 an improved solution.
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