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Abstract—In this paper, a new islanding detection method for
single phase inverter-based distributed generation is presented.
In the first stage of the proposed method, a parametric technique
called autoregressive signal modeling is utilized to extract signal
features from voltage and current signals at the point of common
coupling with the grid. In the second stage, advanced machine
learning technique based on support vector machine, which takes
calculated features as inputs is utilized to predict islanding state.
The extensive study is performed on the IEEE 13 bus system
and feature vectors corresponding to various islanding and nonis-
landing conditions are used for support vector machine classifier
training and testing. Simulation results show that the proposed
method can accurately detect system islanding operation mode 50
ms after the event starts. Further, the robustness of the proposed
method is analyzed by examining its performances in the systems
with multiple distributed generations, and when system loading
condition, grid disturbance types, and characteristics are altered.

Index Terms—Autoregressive (AR) signal modeling, inverter-
based distributed generation (DG), islanding detection, smart
grid, support vector machine (SVM).

I. INTRODUCTION

THE RISE in the energy demand, environmental concerns
and favorable government policies introduced new direc-

tions and challenges in the power grid development. The
conventional grid is the network with a few large, centralized
generation sources at the transmission system that supplies
passive users at distribution system. This is drifting away
toward the network with many renewable distributed gener-
ation (DG) sources at all voltage levels. In the last decade due
to significant development in the power electronics and digi-
tal control technology, a number of large scale, offshore and
onshore wind generation units and farms have been installed in
the transmission system. The photovoltaic (PV) systems began
to evolve recently when the cost of power electronic inverters
decreased and PVs found broad applications at the distribu-
tion level as small residential units. The power inverter is the
most important element of the PV system and it acts as the
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interface between the PV and the grid. The main function of
the power inverter is to convert direct current (dc) power gen-
erated at PV cells to alternating current (ac) power and obtain
synchronization with the grid. Depending on the size of the
PV system, power inverters could have single phase or three
phase structure [1]. The PV systems used in the roof top res-
idential units have single phase topology while large size PV
systems used in power plants have three phase topology.

Despite the fact that renewable DG brings many economic
and environmental benefits it introduces new challenges in
power system control, operation, and protection. One of the
most important impacts of the DG integration in the distribu-
tion system is unintentional islanding. Islanding occurs when
DG continues to energize a portion of the system while being
disconnected from the main grid. Since the island is unregu-
lated, its behavior is unpredictable and voltage, frequency and
other power quality parameters may have unacceptable lim-
its. The out-of-phase reclosing is possible and high transient
inrush currents may damage local devices. Also unintentional
islanding in the system may create electric shock if energized
conductors that are assumed to be disconnected are touched by
public or utility workers. Thus, the islanded systems should be
de-energized promptly. According to the IEEE Std. 1547 [2]
DG shall detect the islanding for any possible islanding condi-
tions and cease to energize the area within 2 s for small voltage
and frequency signal variation. A large voltage changes below
0.88 pu or above 1.2 pu and for the frequency variations more
than 60.5 Hz or less than 59.3 Hz at the point of common
coupling (PCC) islanding should be detected within 0.16 s.

In this paper, new anti-islanding method for single phase
invertor-based DG that uses support vector machine (SVM)
classifier is presented. The paper is organized as follows. In
Section II the status of the current research of the islanding
detection topic is presented. The theoretical background of the
autoregressive (AR) signal modeling and SVM are described
in Section III. In Section IV SVM based islanding detection
method is proposed. The following Section V provides sys-
tem modeling details, events simulation procedures and pattern
generation approach. The effect of the data window size on
the classifier performance is analyzed too. The implementation
details are described in Section VI. The conclusions are sum-
marized in Section VII. At the end of the paper an elaborate
list of relevant references is given.

II. BACKGROUND

The islanding occurs when a section of the power system
is accidentally disconnected from the main grid while being
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energized by the local DG. Since, islanded system operates
without utility supervision; the values of the power system
parameters, such as voltage and frequency are unpredictable.
Their new operating points satisfy balances of active and
reactive power between the DG and the local load, which
determines severity of the islanding condition. In the case of
large active and/or reactive power mismatch voltage and fre-
quency magnitudes will change significantly immediately after
the disconnection, which may cause a safety hazard, hence the
DG has to be disconnected quickly through an anti-islanding
scheme. For smaller power mismatches, the system parameters
will rise or decrease slowly before setting to the new operating
point.

In the past, many anti-islanding methods have been pro-
posed and these methods can be characterized as communi-
cation based or local measurement based methods. For the
large scale DG integration, such as bulk wind plant integra-
tion, communication based methods known as transfer trip, are
used. However, for the small DG units in the distribution sys-
tem those methods are impractical due to cost of installation.
Hence local measurement based passive and active methods
are used instead. These methods rely only on the system
parameters measured at PCC and both have their own advan-
tages and disadvantages. The performance of the anti-islanding
method is often defined by nondetection zone (NDZ) concept.
The NDZ represents the mismatch in active and reactive power
generated by DG and dissipated by the local load for which
the method will not be able to differentiate between islanding
and normal operation [3].

The active methods are embedded into a control circuit of
the power inverter and they are designed to inject small dis-
turbances into the DG output. In the case of islanding those
disturbances will cause system parameters to rise above the
acceptable limits, trigger protective relays, and disconnect the
system at the PCC. The active frequency drift (AFD) [4],
improved AFD [5], sandia frequency shift (SFS) [6], fuzzy
SFS [7], automatic phase shift (APS) [8], sliding mode
frequency shift (SMFS) [9], impedance measurement [10], sin-
gular and dual harmonic current injections [11], [12], high
frequency signal injection [13] output power variations [14],
reactive power variation and control control [15], [16] are
examples of the active methods. The active methods are cate-
gorized by small NDZ but they may deteriorate power quality
during normal power system operation [17]. Besides, active
methods may mis-operate in the system with multiple DGs
due to mutual interference and cancelation of the injected
disturbances [18] or they may have an effect on the system
stability [19].

On the other hand, the passive methods discriminate island-
ing from normal condition based on the measurements of
system parameters at the PCC. The signal parameter measure-
ments or some features extracted from them are compared
to the predefined thresholds. The most common methods of
this type are under/over voltage, under/over frequency [17],
rate of change of frequency [20], phase jump detection [21],
rate of change of frequency with power [22], rate of change
of power with total harmonic distortion (THD) [23], voltage
unbalance and total harmonic distortion of current signal [24],

voltage and power factor change [25], energy mismatch for
the harmonics [26] etc. These methods do not have any
negative impact on the grid operation, but they are char-
acterized by larger NDZ than active methods. To decrease
NDZ of the passive methods advanced signal processing tools
such as Duffing oscillations [27] wavelet transform [28], [29],
S-Transform [29] have been utilized. However, these meth-
ods may be characterized by higher computational complexity
and sensitivity to the noise. The biggest challenge in design-
ing the passive anti-islanding method to select the most
important parameter(s) and to set the right threshold low
enough to detect islanding for small power generation/load
mismatch and high enough to not operate for external events,
such as system components switching or system faults still
remains.

Recently, it was recognized that learning from data is a use-
ful way to analyze power system disturbances and in some
cases it may be the most accurate method to extract the
information and characterize some power system events [30].
The work in [31] proposes islanding detection for inverter
based DG using a Bayesian classifier and achieves high accu-
racy. However, due to high computational burden of running
ESPRIT constantly on the new data windows this scheme
assumes knowledge of the islanding event’s start time to initi-
ate ESPRIT run and confirm islanding occurrence. Thus, this
method is impractical for the implementations in the real sys-
tems. Reference [32] uses a decision tree approach and it
shows great robustness for the external grid events while it
has 83.33% accuracy for islanding detection. The work in [33]
applies adaptive boosting (AdaBoost) technique to improve
decision tree accuracy. However, this approach is sensitive to
outliners and the noisy data due to nature of the AdaBoost
processing [34]. The decision tree classifier is utilized again
in [35] and robust and reliable method is presented. The
method has a few drawbacks. First, the training data set used
in the study has highly unbalanced class distribution. This phe-
nomenon is well known in the machine learning theory and
leads to overly optimistic results toward majority class [36].
Also, the signal sampling rate of 40 kHz used in the study
is much higher than the typical 2–5 kHz sampling rate of the
digital relays and recorders. The work in [37] uses a fuzzy role
approach to detect islanding state and its performance shows
great sensitivity to presence of the noise in the data set, and
is dependent on the threshold setting on the decision tree split
criterion. Reference [38] proposes method that uses a fuzzy
expert system approach and requires complex calculation to
obtain input parameters of the classifier.

SVM tool has become a popular tool for power systems
analysis, such as load or device type identification in an
electrical system [39], [40], power system transient stability
assessment [41], distance relay blocking and blackout mitiga-
tion [42]. SVM is studied in [43] for the islanding detection.
This paper uses wavelet transform (WT) to extract features
from the current signal at PCC. However, it is well known
that the major drawback for the WT is its sensitivity to the
noisy conditions. Thus, based on the literature review there
is a lack of an islanding method that is fast, reliable, easy to
implement and has low computational burden.
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Fig. 1. Diagram of the proposed islanding detection technique.

In this paper, new anti-islanding method for single phase
invertor-based DG is presented. This method uses SVM clas-
sifier to predict whether the system operates in the islanded
mode. A parametric method called the AR modeling is used to
extract signal features from voltage and current measurements
at PCC and these coefficients are used as inputs to the SVM
classifier. The method is tested on the IEEE-13 [44] bus sys-
tem which is modeled in PSCAD/EMTDC, while MATLAB
and LIBSVM [45] packages are used to extract features from
the signals and to train and test the SVM models. To analyze
accuracy and robustness of the proposed method a number of
islanding and nonislanding events, such as DG, load, capacitor
or motor switching and external faults under different loading
conditions and DG participations are simulated.

III. THEORETICAL BASIS

The proposed method is based on the principle that vari-
ations in the power spectral density (PSD) functions of the
voltage and current signals at PCC may be used to determine
whether the DG system operates in an islanded mode. It is
well known that when connected to the grid inverter-based
DGs produce harmonics due to high-frequency switching, dead
time and dc link voltage ripple. These harmonics are main-
tained by the filters and inverter embedded control solutions
and should be kept below 5% according to IEEE Std. 1547.
The magnitude of the harmonics depends heavily on the grid
impedance value and will increase in the islanded mode of
operation. This also happens in the case of the grid transients
caused by faults or system component switching. Thus, the
PSD function of the voltage and current signals maybe used
as a valid index in the islanding detection.

In this paper, voltage and current signals are measured with
instrument transformers at PCC and their instantaneous values
are processed to extract AR coefficients. These features are fed
into the SVM models generated offline and islanding state is
predicted. In the case of islanding the trip signal is sent to
the circuit breaker at PCC to disconnect DG from the grid.
The diagram of the proposed anti-islanding scheme is shown
in Fig. 1. In this section the theory behind techniques used in
the feature extraction and classification steps is presented.

A. Autoregressive Modeling

A spectral analysis, defined as a problem of assessing how
the power of the signal is being distributed over the fre-
quency, has found many applications in the power system
monitoring, protection and operation. The most commonly
used methods for spectral analysis are nonparametric, such as
fast fourier transform (FFT) and discrete wavelet transform
(DWT). However, FFT is characterized by poor spectral

estimation, so called low frequency resolution which depends
on the length of the signal being processed. On the other hand,
DWT has high frequency resolution, but it has a few major
drawbacks. DWT performance depends on the right selection
of the mother wavelet and decomposition level. Moreover,
DWT is characterized by an inability to obtain correct signal
features in noisy conditions and it requires additional prepro-
cessing to suppress signal noise. This will increase algorithm
complexity and time delay.

As opposed to nonparametric methods that do not require
any prior knowledge about the signal, in the case of model-
based methods one may assume that the signals are generated
from certain models. The AR parametric modeling has found
broad applications in analysis of biomedical signals [46] and
recently has been discovered as a powerful tool for power sys-
tem disturbances analysis, such as low frequency oscillations
estimation [47] and fault detection and location [48]. In this
paper, AR is used as feature extraction tool for the islanding
detection problem.

This section describes the basic theory for parametric mod-
eling of signals using AR method. By using AR approach the
signal is represented as the response of a linear time invariant
system with white noise as input, where the system is modeled
by finite number of poles. In a AR(p) model, the data sample
at time t is defined by the following equation:

x (t) = −
p∑

i=1

aix (t − i) + b0e (t) (1)

where
ai AR coefficients;
e (t) white Gaussian noise;
b0 noise variance.
This is equivalent to x(t) being the output of an all-pole

system H(z) whose input is the white noise e(t). The transfer
function of the all-pole system is

HAR (z) = b0

1 +∑p
i=1 aiz−1

. (2)

As a result, estimating the frequency spectrum of x(t)
becomes estimating the model parameters ai under a selected
criterion. The covariance expression of the AR process may
be used to estimate ai, i = 1 . . . p parameters by replacing the
true auto-covariance function r (k) = E{x (t) x (t − k)} with
estimates obtained from data [49] (see the Appendix)

r (k) +
p∑

i=1

air(k − i) = 0, k ≥ 0 (3)

and

r (0) +
p∑

i=1

air (−i) = b0
2, k = 0. (4)

From (3) and (4) for k = 1, . . . , p Yule–Walker or normal
equations are obtained

⎡

⎢⎢⎢⎢⎣

r (0) r (−1) . . . r (−p)

r (1) r (0) . . . r(1 − p)

. . .

. . .

r (p) r (p − 1) . . . r(0)

⎤

⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎣

1
a1
.

.

ap

⎤

⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎣

b0
2

0
.

.

0

⎤

⎥⎥⎥⎥⎦
. (5)
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Fig. 2. Periodogram versus AR PSD estimation of the voltage signal at PCC
for the 0% active and reactive power mismatch.

If r{(k)}p
k=0 were known we could solve (5) for

θ = [
a1,...,ap

]T (6)

by using all but the first row. Once θ is obtained, b0
2 can

be found easily from (4). We can write the equation for the
order p as follows:

Rp+1

[
1
θp

]
=
[

b0
2

0

]
. (7)

In order to reduce the number of flops to calculate
{
θp, b0

2}

the order recursive solution called Levinson-Durbin algo-
rithm [49] is used.

The AR model gives inherent data compression without loss
of essential information and smooth frequency spectrum can
be obtained from AR coefficients, while maintaining all impor-
tant signal features. Fig. 2 aligns PSD functions obtained using
FFT and AR of the voltage signal at the PCC for the 0% active
and reactive power mismatch. The zero power mismatches rep-
resents system state when RLC load parameters are tuned to
the certain values that the active/reactive power dissipated by
the load is equal to the active/reactive power generated by the
inverter. Thus, there is no power infeed from the grid side to
the load node.

Figs. 3–5 show AR coefficients of voltage and current sig-
nals for the islanding and nonislanding events. The difference
between coefficients for islanding and nonislanding events is
apparent. This makes AR processing proper feature extraction
tool and further validates good classification results.

B. Support Vector Machine Classifier

SVM has been developed by Vapnik [50] and is becoming
a popular machine learning tool due to great ability to gener-
alize performances. Its principle is based on the structural risk
minimization (SRM) that minimizes an upper bound on the
expected risk, opposed to the error on the training data used
by neural network (NN). While NN performance is depen-
dent on the size of the training data set and has a number of
parameters that should be tuned, SVM may make good pre-
diction using smaller data sets and has fewer parameters to be
adjusted [30].

Fig. 3. Anti-islanding scheme design and validation.

Fig. 4. Diagram of the IEEE 13 distribution test system [44].

Fig. 5. DG system used in the study.

The data vectors used to train classifier consist of the fea-
ture vectors and one class label. The aim of the SVM classifier
is to produce data model in the training phase that will pre-
dict the class label in the testing phase where only feature
attributes are used as inputs [51] A special characteristic in
designing a SVM is that, instead of the dimension reduc-
tion commonly employed in conventional pattern recognition
systems, the input space in a SVM is nonlinearly mapped
onto a high-dimensional feature space. The result is that the
classes are more likely to be linearly separable than in a low-
dimensional feature space. A SVM classifier uses a kernel
function K

(
xi, xj

)
that relates a subset of the training vec-

tors, called support vectors xi, to the testing data vectors xj

to nonlinearly project the input space onto a high-dimensional
feature space.
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Given a training set of instances and class label pairs (xi, yi)
i = 1 . . . l, where xi ∈ Rn and yi ∈ {1,−1}l, the SVM requires
the solution of the following optimization problem [51]:

min
w,b,ξ

1

2
|w|2 + C

(
l∑

i=1

ξi

)
(8)

subject to

yi
(
wTφ(xi) + b

) ≥ 1 − ξi, (∀i) ξ i ≥ 0. (9)

Here training vectors xi are mapped into a higher dimen-
sional space by the function φ. In the training process the
support vectors from the training data will be selected and used
to predict unseen data. Parameter C > 0 is the penalty factor
of the error term and may be seen as factor that controls the
tradeoff between separation margin and training errors, while
‖w‖ is a norm to the vector perpendicular to the separation
hyperline and ξi are slack variables which measure degree of
misclassification [50].

Furthermore, K
(
xi, xj

) = φ (xi)
Tφ
(
xj
)

represents the kernel
function. Despite many kernels being proposed by researchers,
in this paper radial bias function (RBF)

K
(
xi, xj

) = e−γ‖xi−xj‖2
, γ > 0 (10)

kernel is used. C and γ can be determined experimentally
through a grid search and cross-validation process. To esti-
mate the best values of the C and γ parameters the values of
both parameters are varied in increments of the power of 2.
For the any parameter combination a k-fold cross-validation is
applied. First, the training data set is divided into k subsets of
equal size. The SVM classifier is then trained k times and in
the lth iteration, l = 1, 2, . . . , k, the classifier is trained using
all subsets except the lth subset. The trained classifier is then
tested using only the lth subset, and the classification error for
this subset is calculated. In such a way, each training subset is
tested once and the cross-validation accuracy is the percentage
of the data which are correctly classified. Finally the average
of these errors is taken as the expected prediction error. This
procedure is repeated for the available C and γ parameter val-
ues and the best pair that gives the highest estimation accuracy
is selected.

IV. PROPOSED SOLUTION

The steps in designing and validation of the proposed SVM-
based anti-islanding protection scheme are presented in Fig. 3.
The instantaneous values of voltage and current signals are
obtained in multiple PSCAD/EMTDC simulations afterwards
they are processed using Yule–Walker method to calculate AR
coefficients and noise variance. The signal window of 50 ms
and model order p = 30 are used for the AR coefficients
calculations. The model order is selected using common rule
that AR order should be around one third of the data win-
dow size. The voltage and current signals are decomposed
into 31 parameters (30 AR coefficients and noise variance)
each. Thus, for every simulation run, 62 feature parameters
(31 parameters of the current and 31 parameters of the voltage
current signals) and a class label that describes operation mode

of the system (“1” for islanding and “−1” for nonislanding)
are stored as a single database entry.

To assure that each feature in a feature vector is unbiased
and properly scaled feature normalization is applied

ẋi = xi − μi

σi
, i = 1 . . . k (11)

where
k feature dimension;
σi standard deviation of the ith feature;
μi mean value of the ith feature.
To estimate SVM model parameters and to evaluate per-

formance of the selected model on the unseen data set the
fivefold cross validation and bootstrap method [52] are used,
respectively. The bootstrapping is a general statistics technique
that iterates the computation of the algorithm accuracy on a
resampled dataset. The Bootstrap iterator will generate a user
defined number of independent training and testing data set
splits to check whether proposed data model is biased to the
training and testing data set. For the SVM classifier used in
this paper two parameters have to be selected: the regular-
ization parameter C and kernel parameter γ . The values of
the both parameters C and γ are varied in the range from
2−5 to 210 and 28 to 2−8, respectively. For the any param-
eter combination fivefold cross-validation is performed. The
data set is split in five parts, where four parts are used to
train and one part to test, the parts are rotated so that error is
evaluated evenly across all examples. The values C = 8 and
γ = 0.0625 are shown to be the best combination for the
proposed application. This process is repeated for 10 repli-
cations, until the error rate converges, with different training
and test splits. The average detection accuracy computed in
this way is a good estimator of the SVM model generalization
accuracy.

V. EXAMPLE OF APPLICATION

A. Power System Description

In order to demonstrate proposed concept, a study case
using IEEE 13-bus test system shown in Fig. 4 [44] is mod-
eled using PSCAD/EMTDC simulation tool. The sampling
frequency used in the study is 2 kHz. A 5 kVA single phase
120V DG is connected to A phase of the node 692. The
DG is connected to the distribution system through a single
phase 0.12/4.16 kV transformer. The structure of the single
phase inverter-based DG is presented in Fig. 5. The DG sys-
tem parameters are listed in Table I. The low-pass filter, with
the parameters in Table I is employed as interface between
inverter and the grid to reduce the effect of inverter’s har-
monics. The decoupled current control interface presented
in [15] is used in the study. The inverter control is adjusted
so that DG operates at unity power factor as recommended
by the IEEE Std. 1547. In this arrangement DG does not pro-
vide reactive power support while supplying maximum active
power to the grid. To investigate effects of the multiple DGs
interaction and impact of the second DG switching to the
method performance, the invertor-based DG with the same
control interface and parameters is added to a phase A of
the node 675.
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TABLE I
PARAMETERS OF THE SYSTEM

B. Data Set Generation

In order to design and evaluate proposed method, 700 dif-
ferent islanding and nonislanding events are simulated. The
following process is used to select optimal data set.

1) The arbitrary data set is generated and model parameters
and prediction accuracy are estimated.

2) Then, additional data points are added to the data set and
the parameter tuning and accuracy are then estimated
again.

3) After several steps of adding additional data to the data
set and performing calculation, results for both classifier
parameters and accuracy will converge. That means that
the optimal data set size is reached.

The data set consists of 700 feature vectors and assigned
class labels. The feature vectors represent AR coefficients for
voltage and current signals calculated using 50 ms data win-
dow captured immediately after transient occurrence. The data
set is generated in such a way that the number of islanding
(positive) and nonislanding (negative) events is evenly bal-
anced. There are 350 nonislanding and 350 islanding events.
Noneven spread of the positive and negative events may lead
to biased detection of one category of the events. The set of
350 islanding cases is generated for different combinations of
the active and reactive power mismatches. An adjustable RLC
load is connected in parallel between the DG inverter and the
grid and islanding conditions are simulated by opening the sin-
gle phase switch (Fig. 5). The mismatch power generated by
DG and dissipated by the load is varied up to 40% for active
and 5% for reactive power. The set of 350 nonislanding cases
is generated by applying faults at different locations in the
grid and by switching static loads, motor loads, and capacitor
banks at different points in the system as well as switching
second DG at node 675. The single, double, and three phase
faults whose resistance and duration are varied are simulated.
The resistance is changed from 1� to 5� and duration is set as
2 ms, 4 ms, and permanent faults. The islanding and nonisland-
ing events are simulated for light system loading conditions up
to 40% of the base load maintaining the constant load power
factor. More details about case generation may be found in
Table II.

C. Feature Extraction

The main purpose of this section is to present AR model-
ing as feature extraction tool. Events presented in this section
cause minimal deviation in the system parameters and are

TABLE II
GENERATED DATA SET

Fig. 6. (a) PCC voltage and (b) PCC current for an islanding event for a
zero active/reactive power mismatch.

among the most challenging to classify. Fig. 6 shows the sys-
tem response of the voltage and current signals at PCC of an
islanding event for zero active/reactive power mismatches.

For this event voltage and current magnitudes do no change.
Figs. 7–9 show grid fault, capacitor switching and load switch-
ing, respectively. For load switching, the magnitude of the
voltage increases 3% while for the capacitor switching and
grid fault events voltage magnitudes decrease 2% and 5%,
respectively.

On the other hand, the current magnitudes change in such
a way to maintain constant real power output. The 50 ms data
window is used to calculate noise variance AR coefficients for
the voltage and current signals. The noise variances are listed
in Table III, while AR coefficients are presented in Figs. 10
and 11. AR modeling as feature extraction tool was able to
extract unique representations of the signals.

D. Results and Discussion

Because of the random nature of the experiment, slight dif-
ferences may occur between the performances of SVM models
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Fig. 7. (a) PCC voltage and (b) PCC current for a-phase grid fault event at
bus 675.

Fig. 8. (a) PCC voltage and (b) PCC current for capacitor switching event
at bus 692.

for different training/testing data sets. In order to achieve good
generalization performances, the training/testing process was
repeated ten times by randomly selecting the training/testing
data set from the simulated event database using the above
obtained parameters and procedure shown in Fig. 3. The aver-
age prediction error is calculated as a sum of obtained errors
divided by the number of iterations.

The average error is used to determine generalization error
of proposed classifier. The purpose of this step is to eval-
uate generalization performance of the algorithm on unseen
examples.

The overall prediction accuracy for the training data set is
estimated to be 100%. Table IV shows classification accu-
racy for testing data set per event type. In order to analyze

Fig. 9. (a) PCC voltage and (b) PCC current for load switching event at
bus 675.

TABLE III
NOISE VARIANCE

0.0001 0.00001
0.00002
0.00001

0.00004

0.00002
0.0001

0.0001

performances of the proposed algorithm in detail the test data
is separated according to the event type, such as islanding,
static load, motor, capacitor and DG switching and fault event.
This allows observing how the classifier is performing under
each type of the event. The classification error for nonis-
landing events is 0% and it proves algorithm robustness and
insensitivity to the grid faults and switching transients.

The algorithm performances have been tested on the feature
vectors that capture transient after its occurrence, the analy-
sis is extended for the feature vectors that contain only part of
the transient. The test is performed for the nonislanding events
shown in Figs. 7–9. The test starts at transient occurrence and
finishes 50 ms after the transient occurrence. The 50 ms win-
dow slides trough the signals and calculates AR coefficients
for each step, then these coefficients are fed into the classi-
fier and predictions are generated. Figs. 12 and 13 show AR
coefficients for voltage and current signals for grid fault event
shown in Fig. 7. In this test the classifier predictions were not
affected by partial transient consideration.

The classification accuracy for islanding conditions is esti-
mated to be 98.94%. Table V summarizes classification accu-
racy for testing data set. The detail description of the events
shown in Tables IV and VI may be found in Table II. The
overall accuracy of the proposed algorithm is estimated to
be 99.49% with 0.6277% uncertainty. One way of measuring
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Fig. 10. AR coefficients of the voltage signal at PCC for islanding, fault,
load switching and capacitor switching events.

Fig. 11. AR coefficients of the current signal at PCC for islanding, fault,
load switching and capacitor switching events.

TABLE IV
CLASSIFICATION RESULTS FOR EVENT TYPE

uncertainty is to calculate standard deviation of accuracy
across replications of the same experiment

σ =
√√√√ 1

N

10∑

i=1

(
Ai − μaccuracy

)2 (12)

Fig. 12. AR coefficients of the voltage signal at PCC for grid fault event.

Fig. 13. AR coefficients of the current signal at PCC for grid fault event.

TABLE V
CLASSIFICATION RESULTS FOR TESTING DATA SET

TABLE VI
CLASSIFICATION RESULTS FOR DIFFERENT WINDOW SIZES

where
N number of repetitions;
Ai detection accuracy for ith repetition;
μaccuracy mean of the detection accuracy.
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It is evident that prediction accuracy decreases slightly com-
paring to the training data accuracy and thus it proves good
generalization performance of the algorithm. Also, the pro-
posed algorithm shows great robustness in the light loading
conditions and impact of the second DG on its operation may
be neglected.

The impact of the data window size on performance of
the proposed algorithm is analyzed as well. The algorithm
is tested for 10, 20, 30, and 40 ms. For these window sizes
AR model order p = 6, 12, 19 and 24 are used to obtain
AR coefficients from voltage and current signals. The same
procedure described in Fig. 3 is utilized. As before, the five-
fold cross-validation on the training data set using the simple
grid search is performed. And the same values of C = 8
and γ = 0.0625 are shown to be optimal combination of
the parameters. The overall prediction accuracy for the train-
ing data set is estimated to be 100%. The results of this
investigation for testing data set are presented in Table VI.
Again the algorithm shows high robustness in performance
for nonislanding events and miss-operation error for external
grid events is estimated to be 0 for all cases. As expected
the results clearly show that prediction accuracy decrease
with reduction in the window length. Still, performances
for the smaller windows have decent classification accuracy
and may be applicable in the systems where trade between
speed and accuracy should be adjusted toward fast islanding
detection.

VI. IMPLEMENTATION DETAILS

The proposed method utilizes 50 ms sliding window to
extract feature vectors form voltage and current signals at
PCC. These vectors are fed into SVM classifier and predic-
tions are made for each step. In case of the islanding trip
signal will be sent to the DG switch (Fig. 4). to disconnect
DG from the grid. The proposed method shows great per-
formances for the active power mismatch up to 40% and
reactive power mismatch up to 5% while it may fail to
detect islanding for the larger mismatches and therefore it is
assumed that this method operates in parallel with Over/Under
Voltage (OUV) and Over/Under Frequency (OUF) relays at
the PCC. These relays should be set to detect islanding for
more than 40% of active and 5% of reactive power mis-
matches which is high enough to avoid misoperations due
to external nonislanding events. OUV and OUF relays trip
fast and accurate in the case of islanding for large power
mismatches.

Also, it is important to mention that detection time delay
of the proposed method does not depend on the real/reactive
power mismatch because the same number of AR parameters,
as well as SVM support vectors, is utilized for any event, inde-
pendently of the real/reactive power mismatch. The detection
time delay may be defined as the sum of the time delay caused
by AR calculation, which is directly related to the length of
the data window, and the number of the SVM support vectors,
which is related to the size of the training data set. Therefore,
after the training phase, in deployment the delay may be con-
sidered constant. Beside this, the time delay is affected by the
speed of the processor.

VII. CONCLUSION

This paper has explored an approach to detect islanding
using support vector machine and the following conclusions
have been reached.

1) Autoregressive coefficients of voltage and current sig-
nals at point of common coupling have been used
as input feature vectors for support vector machine
classifier.

2) The proposed method is insensitive to external grid dis-
turbances, such as grid faults and component switching
and does not have any negative effect on the power
quality of the grid.

3) The results indicate that this method can detect islanding
with a high degree of accuracy.

4) The proposed method is fast and detection time delay
does not depend on the real/reactive power mismatch.

APPENDIX

In this section, covariance from (3) is derived [49]. First,
we multiply (1) with x∗(t−k) and taking expectation yields to

r (k) +
p∑

i=1

air(k − i) = b0E{e (t) x∗ (t − k)}, k > 0. (13)

We can write transfer function as

H (z) = B(z)

A(z)
=

∞∑

k=0

hkz−k, h0 = 1. (14)

It gives

y (t) = H (z) e(t) =
∞∑

k=0

hke (t − k) (15)

E
{
e (t) x∗ (t − k)

} = E

{
e (t)

∞∑

s=0

h∗
s e

∗
(t − k − s)

}

= σ 2h∗−k. (16)

For

hk = 0, k < 0 r (k) +
p∑

i=1

air(k − i) = b0σ
2h∗−k (17)

since

hs = 0 for s < 0r (k) +
p∑

i=1

air(k − i) = 0, k ≥ 0. (18)
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