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Abstract Information systems and intelligent smart grid
data analytics will have a critical role in managing the mas-
sive amount of data becoming available in power system
substations. Digital protective relays are multi-functional
intelligent electronic devices based on microprocessors,
which are being installed in substations throughout the
power grid. New digital relays are replacing old-fashioned
electro-mechanical or solid-state relays, and besides their
protective function, they are coming equipped with monitor-
ing capabilities. These monitoring capabilities are creating
potential for better observability of power systems, redun-
dancy in measurements, and improved decision-making
process when operating the system. This article discusses
the implementation requirements for a fully automated data
analytics solution that provides data integration, fault anal-
ysis, and visualization based on the event data recorded by
digital protective relays.
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1 Introduction

Contemporary developments in information technology,
including information systems and communications devel-
opments, have changed business and organizational prac-
tices beyond all expectations (Sage and Rouse 1999). All
around us, information is continuously being digitized,
moved around, archived, and converted into usable knowl-
edge. Protective relays are one of the key components
in power system and have important role in maintaining
security and reliability of the system (U.S.-Canada Power
System Outage Task Force 2004). In recent years, due to
development of information and communication technol-
ogy, there was a dramatic increase in presence of digital pro-
tective relays (DPRs) throughout the power system. DPRs
are being deployed in new substations, as well as being
used to replace electro-mechanical or solid state relays. The
modern DPR fall into the category of substation intelligent
electronic devices (IEDs), which can provide users with
abundant data recorded every time a relay experiences a
fault or event. The recordings include samples from current
and voltage waveforms, status of input and output contacts,
status of internal protection and control elements, and relay
settings (Costello 2000). This information is usually stored
in event-triggered files containing event reports, waveform
oscillography, and relay settings.

Large-scale deployment of DPRs and other substation
IEDs resulted in a large volume of data that is becoming
overwhelming for the personnel responsible for data collec-
tion and processing. The only feasible way to collect and
analyze all this data is to automate the process (McDonald
2003; North American Electric Reliability Corp. 2006).

The automated analysis of data coming from other
IEDs such as digital fault recorders (DFRs), sequence of
event recorders (SERs), and SCADA remote terminal units
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(RTUs) has been around for quite some time (Working
Group D10 of the Line Protection Subcommittee - Power
System Relaying Committee 1994; Kezunovic et al. 1994;
MacArthur et al. 1995). Some work on utilization of DPR
data has been reported in early 90s (Sun and Liu 1992).
In practice today, DPR data is primarily used as non-
operational data for after-the-fact analysis (Izylowski et al.
2007). With increasing monitoring capabilities of DPRs
comes the opportunity to implement elaborate automated
fault analysis. A good example of what can be done with
DPR data is given in (Luo and Kezunovic 2005), but the
given approach may be too specific and overly complicated
to be practical.

This article focuses on the practical uses of DPR data as
primary source for automated fault data analysis. The back-
ground section of the paper gives DPR characteristics, com-
parison to other IEDs, and outlines the goals for the DPR
data analytics. The section discussing fault analysis based
on DPR data addresses two practical options for automated
processing of DPR data: a) by parsing the event reports; and
b) by analyzing sample data obtained from DPR oscillog-
raphy. The implementation section illustrates an automated
solution realized in client/server paradigm. Finally, the test-
ing and evaluation section provides the testing results and
examples of the analytics reports.

2 Background

Besides their core control function, which is protection, the
modern DPRs are often equipped with elaborate monitor-
ing and recording capabilities that mimic digital fault and
disturbance recorders (DFRs and DDRs). Some DPRs also
have other functionalities such as sequence of event recorder
(SER), fault location, and phasor measurement unit (PMU).

When triggered, substation IEDs capture signals in a
small time window that typically contains a few cycles
of the pre-fault and up to three dozen cycles of the post-
fault data. These recordings consist of digital samples of
multiple analog and status channels. A diagram of typical
data sampling and processing in a modern IED is given in
Fig. 1. An analog-to-digital (A/D) converter takes an analog
signal and turns it into a binary number. Important crite-
ria here is the accuracy of the A/D conversion related to
the measuring range, and sampling rate, which can possi-
bly affect the functionality that is based on the signal data
(Brand et al. 2003).The vertical resolution of a n-bit A/D
converter is a function of how many parts the maximum sig-
nal range can be divided into. The formula to calculate the
resolution is 2n−1. For example, an 8-bit A/D conversion
has a resolution of 28 −1 = 255, which is 0.39 % of the full
scale. Prior to the A/D conversion, the input signals are sam-
pled using the sample-and-hold (S/H) circuit at the times

Fig. 1 Input channels data sampling and processing in a modern IED

defined by the sampling clock. Synchronous sampling of
all the input signals allows correct determination and align-
ment of phase angles among different analog input signals.
This can be accomplished either by using one A/D converter
serving all channels but having separate S/H circuits on each
channel and a multiplexer that feeds another S/H circuit in
front of A/D conversion (see Fig. 1) or by using a separate
S/H circuit and A/D converter on each channel. In addition,
sampling can be synchronized between multiple IEDs by
the external clock signal coming from GPS clock receivers
(Lewandowski et al. 1999). Some older IED designs use a
scanning A/D conversion method in which each channel is
sampled and converted one at a time, causing a time skew
among the corresponding samples on different channels.
Besides the conversion process, the quality of the data is
affected by wiring, input transformer characteristics, clock
accuracy, internal signal propagation, non-linearity, anti-
aliasing filters, and so on. When implementing and using
the data analytics, it is important to understand the impacts
of the quality of acquired measurements.

In this paper, the focus is on the event-triggered record-
ing capability, which allows DPRs to produce oscillography
recording. These recordings, together with event reports,
can be automatically communicated, archived, and pro-
cessed in the same fashion as it has been done for event
recordings coming from DFRs (Kezunovic et al. 2000).
There are some conceptual and performance differences that
need to be taken into account when implementing solu-
tions for automated data analytics based on DPR files.
Typical DPR characteristics relevant to implementation of
automated data analytics are:

– Signals are being continuously tracked, but the record-
ing is triggered by events (pre-programmed conditions
and thresholds).

– Sampling rate is relatively low, 4-16 samples/cycle, but
in some instances may go even up to 32 samples/cycle.
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– Synchronized vs. scanned channel sampling of internal
A/D convertor is important feature allowing phase angle
discrimination.

– Vertical resolution of the internal A/D conversion is at
least 8 bits and in some instances 16 bits.

– DPRs typically monitor only the selected apparatus
covered by the protection function but several DPRs can
cover the entire substation.

– Signal conditioning and internal digital filters some-
times smooth the recorded waveforms too much, which
may affect the processing and analysis results.

– Communication is either via serial or Ethernet link,
which allows remote communication access to each
device.

– Since the DPRs have a control function in the power
system they are considered to be critical assets and
require special attention with respect to cyber security
(North American Electric Reliability Corp 2008).

– Time-stamping and GPS synchronization feature can be
implemented if there is a need to correlate recorded files
from different IEDs (Lewandowski et al. 1999).

– Applicable standards are well developed and include
recommendations for settings format, data formats,
communication, and cyber security.

The concept for automated substation data analytics sys-
tems is depicted in Fig. 2. Substation data integration is the
foundation for systems automated data analytics (Popovic
and Kezunovic 2012). The solution for automated DPR
data analytics has to satisfy the following goals of this
concept:

– Interfacing to DPR event files and their seamless inte-
gration with the data coming from other substation
IEDs.

– Utilizing integrated DPR data and store the results back
to the repository for easy access and re-use.

Fig. 2 Automated substation IED data analytics concept

– Handling of the configuration meta-data that enables
correct semantic interpretation of the DPR data (chan-
nel assignments, scaling, transmission line parameters,
etc).

– Providing for visualization and efficient dissemination
of the analytics results.

– Allowing implementation of interfaces to third-party
systems for efficient results transfer (for example to
SCADA or GIS).

3 Fault analysis based on DPR data

DPR event files typically come in a vendor-specific file for-
mat. The waveforms are captured for a time window set
around the event such as fault or disturbance. The event
reports are based on the internal processing of the measure-
ments captured during the event. In some cases, there is
an option to automatically export the waveform files into
COMTRADE file format (IEEE Inc 1999), but one still
needs an access to report files to utilize results produced by
the relays internal calculations.

There are two approaches to automated processing of
DPR files as illustrated in the conceptual diagram in
Fig. 3. The first approach is based on extracting the fault

Fig. 3 Two approaches to automated DPR data analytics
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event information by parsing DPR event reports. The second
approach is to focus on the waveforms recording and pro-
cess the recorded signals in the same fashion as it has been
done for other IEDs such as DFRs. Both of these approaches
end with producing a report package that contains data ana-
lytics report, typically a text file, and waveforms converted
to standard file format such as COMTRADE. The follow-
ing sections outline the implementation requirements for
automated DPR data processing.

3.1 Communication and data collection

The communications protocols and data formats may be
proprietary. Another challenge is the existence of multiple
DPRs in a given substation, which may require integra-
tion of files across DPRs. Also, DPRs require elaborate
cyber and physical security measures since they are consid-
ered to be critical assets. This makes the implementation of
remote access functions such as automated event analysis
more elaborate. While the implementation of communica-
tion solution is beyond the scope of this paper, it is important
to have an automated data collection and DPR files stored on
file servers. The file servers should be accessible to the solu-
tion using corporate network. It is desirable to get the files
communicated quickly enough to satisfy target users. For
on-line analysis, the target time for data collection should
be few minutes within the event.

3.2 File format conversion

In order to implement meaningful automated processing and
analysis of DPR files, they need to be automatically con-
verted into a unified, non-proprietary, file format (IEEE Inc
1999, 2010, 2011). This process needs to be triggered by
the occurrences of newly recorded files on the file servers.
The conversion also needs to include extraction of the con-
figuration data such as channel assignments and scaling,
and setting parameters such as transmission line impedance
and length. The converted files, stored in standardized for-
mat, will allow transparent implementation of the fault data
analysis, visualization, and interfacing to other systems.

3.3 Signal processing

For each event the solution calculates signal features of
ABC phases for current and voltage waveforms and relevant
digital status signals. As the recordings contain pre-trigger,
and post-trigger values, it is recommended to extract quan-
tities that represent each time window. This can be done by
calculating root mean square (rms) signal representative for
each section using (1). N is number of samples in a 1-cycle
wide data-frame, and i(k) are descrete samples correspond-
ing to continuos signal i(t). For example, if we consider

phase-A current on a transmission line, the solution needs
to extract and calculate the pre-fault, fault, and post-fault
phasors that represent this signal Fig. 4. To achieve this, a
mechanism for detection of the disturbance start and end
times is needed. It can be implemented by checking the
event reports generated by the relay or by processing the
actual waveforms. When analyzing the waveforms, the
system should check the changes in the current signals.
Any dramatic jump in the phase or zero sequence currents
should indicate the disturbance start. Similarly, towards the
end of the file, the system looks for a significant drop in
current signals to identify the disturbance end. DPR trigger
time can also be used for the disturbance start. Once the
disturbance start and end have been determined, the signal
processing system calculates rms values and contact status
for pre-disturbance, disturbance, and post-disturbance time
regions. These quantities are to be passed into the expert
system for further evaluation.

irms =
√
√
√
√

1

N

N−1
∑

k=0

i(k)2 (1)

3.4 Expert system

The expert system consists of a set of rules based on if-then
logic and corresponding thresholds subsets. The rules and
the thresholds map the knowledge about system faults into
the patterns, which mimic the reasoning of human experts
(Table 1). We sucessfully applied the approach described in
(Kezunovic et al. 2000) for digital fault recorders on to the
oscillography files obtained from digital relays. The rules
utilize analog quantities, in this case calculated rms values,
corresponding to pre-fault, fault, and post-fault for each sig-
nal. For example, an A-to-ground fault is expected to have
jump in the phase A current, dip in the phase A voltage,
unchanged B and C phase currents and voltages, and jump in
the zero impedance current signals. The expert system eval-
uates all rules to determine if there was a fault, if the fault
was a ground or line fault, and which phases were involved.

Event-Trigger Clearance

Signal rms calculated
using one-cycle data 
window (N samples)

Pre-fault Fault Post-fault

Fig. 4 Extracting phase current features with respect to the fault start
and end
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Table 1 Behavioral patterns of the current and voltage signals during faults in transmission lines

Fault 0 Sequence Faulted Unfaulted 0 Sequence Faulted Unfaulted Line

Type Current Current Current Voltage Voltage Voltage Voltage

A-G I0 > 0.1Ia,b,c Ia > 1.3Iap Ib,c < 0.5Ia Va < 0.95Vap Vb,c > 0.9Vn Vab ≈ Vca

Vbc ≈ Vbcp

AB I0 < 0.05Ia,b,c Ia > 1.5Iap Ic < 0.25Ia V0 < 7V0p Va < 0.9Vap Vc > Va,b Vca ≈ Vbc

Ib > 1.5Ibp Vb < 0.9Vbp Vbc > Vab

Ia ≈ Ib Va ≈ Vb

AB-G I0 > 0.1Ia,b,c Ia > 1.4Iap Ic < 0.5Ia V0 > 35V0p Va < 0.9Vap Vc > Va,b Vca ≈ Vbc

Ib > 1.4Ibp Vb < 0.9Vbp Vbc > Vab

Ia ≈ Ib Va ≈ Vb

ABC I0 < 0.05Ia,b,c If > 1.4Ip V0 < 9V0p Vf < 0.9Vp Vab ≈ Vbc ≈ Vca

Ia ≈ Ib ≈ Ic Va ≈ Vb ≈ Vc

ABC-G I0 > 0.05Ia,b,c If > 1.4Ip V0 < 9V0p Vf < 0.9Vp Vab ≈ Vbc ≈ Vca

Ia ≈ Ib ≈ Ic Va ≈ Vb ≈ Vc

With that knowledge the solution can automatically select
the proper fault location calculation algorithm.

3.5 Fault location calculation

Once the fault has been detected and its type identified,
it is fairly straightforward to implement single-end fault
location calculation (Takagi et al. 1982). However, when
using two-end algorithms it is essential that DPRs utilize
GPS time synchronized time-stamping so that measure-
ments from both ends of the line can be properly aligned.
Since the relays provide pre-calculated phasor values, the
two-end fault location can easily be implemented as long as
the angles are corrected with respect to the time-stamps (2).
The (VR) is vector of voltage phasors at the remote end of
the line. The δ is calculated based on the difference in GPS
time-stamps refering to the start positons of the recordings
obtained from DPRs at both ends of the transmission line.

V ′
R = VReδ (2)

After aligning the voltage and current measurements to
precise time-reference, both single-end and two-end calcu-
lation algorithm can be successfully used (IEEE Inc 2005).
When using the relay oscillography data, one needs to
look for the relays with highest available sampling rate and
vertical resolution of the internal analog-digital conversion.

3.6 Non-functional requirements and general considerations

There are some general considerations and recommenda-
tions that need to be observed:

– Time synchronization of recordings coming from multi-
ple DPRs (and IEDs in general) is critical to an efficient
analysis.

– Sampling rate for the recordings should be at least 16
samples/cycle or more. In modern DPRs this is typically
a part of settings.

– The recordings used for automated signal analysis
should contain raw and not filtered data.

– High speed communication should be used so that the
analysis results can possibly be used in the decision
making process. DPRs should be configured to use
Ethernet or fastest serial option.

– The output results should use readable formats such as
text files (XML, ASCII, HTML).

– To facilitate automated data analytics, power system
component description should be provided using Sub-
station Configuration Language (SCL) from IEC 61850
standard (International Electrotechnical Commission
2003).

– When designing a solution the data and configura-
tion modeling should consider harmonization between
61850 and 61970 (CIM) standards (International
Electrotechnical Commission 2002, 2003).

4 Implementation of the automated solution

The implementation utilizes well known client/server
paradigm. Such an approach allows for various deployment
configurations where there can be one or multiple clients
and servers depending on the application needs. The pro-
cessing client for automated processing of substation IED
event data is illustrated in Fig. 5. The client scans DPR file
storage for new event files. New files are being converted
into unified file format. If the configuration settings meta-
data is available, the client performs automated processing
and analysis of the signals. If the fault has been detected
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and identified, the client performs the fault location calcula-
tion. In some instances the configuration meta-data may be
included in DPR files themselves, depending on the model,
vintage, and vendor. For such cases where the configuration
is missing, there is still value in finalizing file format con-
version and sending the data packet, without the analysis
report, to the server.

The server side implements a universal data manage-
ment as depicted in Fig. 6. The server scans the incoming
folder for packages coming from processing client(s). When
a new package is received, it is unpacked, parsed for results,
and the results are then stored in to the event table in
the centralized database. The data manager also checks for
availability of DPR (or other IED) data from the remote
end, and if data is available, performs two-end fault loca-
tion calculation. For DPRs, if possible, it is good to pair
same model and vintage of DPRs on both ends of transmis-
sion lines so that equal quality of the data can be expected.
The outcome of the server-side processing and two-end fault
location calculation is stored into the centralized data ware-
house. For critical events, depending on the settings, the data

Fig. 5 Client implementation for the automated analysis of DPR files

Fig. 6 Data manager implemented on the server side

manager sends out user notifications in form of emails,
pager messages, and printouts.

The solution satisfies the requirements to achieve: a)
transparency in substation IED data obtained from DPRs; b)
data analytics functions agnostic to event data source; and
c) universal access to output results that can be used and
re-used. Satisfying these conditions enables a seamless inte-
gration with other IED data analytics. A good illustration
of value in the transparent approach is the use of a uni-
versal waveform and report viewer as illustrated in Fig. 7.
The viewer can open any COMTRADE file or package con-
taining waveforms and analytics results regardless of what
model, type, or vintage of the DPR is being used. The results
are archived in the same fashion as it has been done with
DFR and other IED data.

5 Testing and evaluation

The solution described in this paper has been tested in var-
ious scenarios. All of these scenarios fall into two groups:
a) in-house testing using simulated fault data, and b) eval-
uation using the data recorded in substations. For in-house
testing an electromagnetic transient program (EMTP) called
ATP has been used (Alternative Transient Program 2012).



Inf Syst Front

Fig. 7 Transparent access: DPR oscillography in the universal viewer

An example 9-bus system model that corresponds to a sec-
tion of a real power system is shown in Fig. 8. This model
has been verified and calibrated using field measurements
and DFR recordings. It has been used to simulate four sets

of fault events. The parameters varied in the simulation were
fault type (A-G, AB, AB-G, ABC), location (50 to 95 %
in steps of 5 %), and fault resistance (0.01, 1, and 10 �).
The output files from EMTP simulation were converted to

Fig. 8 An example 9-bus
system model used for EMTP
simulations



Inf Syst Front

Table 2 Evaluation with EMTP simulated fault data

# Fault Num. of Detection/ Single-end

type cases Classif. error [%]

1 A-G 30 30/30 0.61–3.75

2 AB 30 30/30 0.59–2.57

3 AB-G 30 30/30 0.61–2.57

4 ABC 30 30/30 0.42–2.57

COMTRADE and presented to the data analytics. In all
cases the fault detection correctly identified the fault type
and disturbance start and end times. The calculated fault
locations were fairly accurate considering a single-end algo-
rithm was used. The test cases and fault location calculation
results are summarized in Table 2.

For few simulated cases, COMTRADE files were run
through an open-loop simulator, and fed via D/A conver-
sion and amplifiers into the wired relays. It was verified that
relays operate as expected, and produce waveform record-
ings and event reports. These files were used for another
pass of the analytics evaluation and allowed us to perform
both parsing and event analysis approaches.

Besides simulated files, the evaluation has also been done
using actual field recordings collected from SEL-421 and
GE D60 distance relays (Schweitzer Engineering Laborato-
ries 2012; General Electric 2012). The arrangement was that
on each end of the transmission line there is one GE and
one SEL relay (primary and backup). The event files were
retrieved manually for the purpose of testing.

In few instances, there was two-end waveform data avail-
able so the testing included two-end fault location as well.
Table 3 illustrates examples of such results using SEL-421
digital relays. The table shows a comparison between sin-
gle or two-end calculation, performed by automated data
analytics, and fault information parsed from digital relay
reports. In all cases the fault type was correctly detected and
matching with the information from the relays. It is impor-
tant to note that the two-end data obtained from SEL relays
in this cases shows very good alignment due to the use of
GPS synchronized clocks on both ends of the transmission

Table 3 Example evaluation with field data (SEL relays)

# Substation Single-end Two-end SEL Relay

Bus Analytics Analytics Parsing

1 Bus A 8.7 8.2 8.75

Bus B 0.3 0.2 0.16

2 Bus A 8.4 8.6 8.61

Bus B 0.1 −0.2 0.05

3 Bus A 8.4 8.6 8.63

Bus B 0.0 −0.2 0.05

Fig. 9 Data analytics results by parsing DPR event reports

line. The time difference for the event trigger was under
10 ms. The highest available sampling rate was used and a
very good match between calculated values and SEL reports
is observed. The universal report and event viewer is utilized
to enable easy inspection and manual analysis of records.
Combining substation data provides additional redundancy
and improves reliability of the decision making process.

The illustration of what kind of DPR data analytcs results
can be obtained using the two approaches are shown in the
report examples. Figure 9 provides a report generated by
parsing the DPR event report file, which is an actual A-G
fault recorded in a real system. Figure 10 illustrates another
field example, but in this case the results are obtained using
the analysis of the DPR oscillography file.

Fig. 10 Data analytics results by analyzing DPR event oscillography
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6 Conclusions

The use of automated intelligent systems for processing data
obtained from the power system substations is the key to
addressing the challenge of the large-scale deployment of
various IEDs. Such solutions when combined with an effi-
cient substation data collection scheme can be successfully
used to quickly, within minutes, provide additional knowl-
edge needed to operate the system in real-time. Traditionally
considered non-operational data such as DPR event records
can be used as operational and help the decision-making
process for the system operations. The following is the list
of key contributions of this paper:

– The article outlines main characteristics of DPR data
and how it may be used to facilitate an automated fault
data analytics. It provides the requirements for basic
automated data analytics and it discusses similarities
and differences between DPRs and other substation
IEDs.

– The issues related to communication, sampling rate,
internal filtering, and time-stamping are identified as
posing challenges to the use of DPR data for automated
analysis.

– Design specifications for the following solutions for
automated fault data analytics are provided: a) pars-
ing of relay event reports; and b) performing intel-
ligent event analysis on waveform recordings. Both
approaches can be combined together, as well as with
other substation IED data analytics to achieve better
redundancy.

– The presented solution allows for seamless integration
with automated data analytics of the data coming from
other IEDs, namely the DFRs. The integrated data and
results can be viewed using the universal report viewer.

– In-house testing and evaluation results for both
approaches to DPR data analytics are illustrated by pro-
viding the actual analysis reports. The solution was
tested with the simulated and field DPR data. The sim-
ulated data was generated using digital power system
simulator and transient simulation program.
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