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This paper is concerned with application of Neural Networks (NNs) to fault classification for both the real-time applications such as
protective relaving of ransmission lines and the off-line applications such as post-mortem study of fauit events recorded with Digital
Fault Recorders (DFRs). A supervised learning NN of the same type is utilized for botk applications. It kas beenr demonstrated that the

NN approach reachies performance of the existing 1echniques in both application areas and yet shows some additionat benefits.
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1. INTRODUCTION

Application of intelligent systems to power system prob-
lems has been a research area with growing interest [1, 2].
The fault analysis problem was one of the widely studied
topics [3]. Most of the advanced solutions where related
to application of expert systems to off-line analysis of
fault events [4, 5]. The most recent developments in this
arca suggest furiher benefits from using combination of
different intelligent system approaches to solving this
prohlem: [6, 7].

Most recently, NN techniques were used to sclve fault
analysis problems. Various approaches were proposed for
analysis of fault data collected by SCADA systems [8]
and DFRs [6]. Also, some applications to directional
relaying [9] and high impedance fault detection [10-13]

:te reported. Those studies have shown some potential

~—<nefils of NN utilization in the mentioned applications.
This paper concentrates on somewhat unique application
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where the same NN architecture is utilized for both real-
time and off-line implementation. The real-time applica-
tion is related to protective relaying of HY transmission
lines, while the off-line application relates to classifica-
tien of faults recorded by substation DFRs.

The specific reason for investigating both the real-time
and the off-line applications in the same implementation
frasmework is motivated by some advanced fault monitor-
ing concepts and system implementation approaches. The
real-time monitoring of power systems may be quite use-
ful in verifying correctness of the protective relaying sys-
tem operation in substations. This in turn may be further
utilized for a fast, hierarchical off-line system monitoring
executed both at the substation and the control center lev-
el. If the implementation approach is the same, combining
of the two processing modes in one system solution may
be easier. Further more, if the neural network algorithms
used are the same, fast dedicated hardware implementa-
tion of both processing tasks may be realized in the same
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hardware/software. This again facilitates combining of
these tasks in one processing system.

The protective relaying application has quite stringent
time tesponse requirements. [t has been demon-strated
that the selected NN approach meets those requirements.
The analysis of DFR files has heen im-plemented earlier
using an expert System approach [5] 50 it was interesting
0 investigale if the NN tech-nigue will produce some
additional henefits {6). Re-sults from both of the studies
are sumnmarized tn this paper.

The first part of the paper gives a brief surmmary of the
NN approach used. The real-time application is described
next. foilowed by the off-line application. Conclusions are
given at the end.

2. NEURAL NET ALGORITHM

The NN algorithm used in this study has been introdyced
by one of the authors earlier and has been successfully
used for several power system applications 19, 14-17). The
aigorithm has shown good performance and some intergst-
ing properties that prompted further feasibility study relat-
ed 1o the fault analysis problem. The results of this study
are reported in this paper.

Neural network algorithm described in this paper
implements a supervised ‘follow the leader approach,
Current learning methods used in the NNs, can be classi-
fied inlo two categories (supervised learning and unsupe-
vised learning) although aspects of each may coexist in a
given architecture. Figure | shows the hlock diagram of
the learning process that contains both unsupervised
(USL) and supervised (SL) part. Unsupervised learning
self-organizes presented data and discovers its collective
properties. Initially. the whole data set, containing all pai-
terns. is processed using unsupervised clustering algo-

Clustering according to minim
Euclidean distance criteria

Stable duster family ;

Extraction of homogeneous
clusters

: T :
! LClass membership assignmem‘l
. :

: I Input data set reduction '

! I i
[Ihreshold parameter p reductiorTI :

Figure 1 Neural network learning process
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Figure 2 Schematic illustration of the cutcome of the training process

rithm similar to [SODATA self-crganization procedure
(detailed description of the clustering algorithm is given
in Appendix at the end of the paper}. The output is stable
family of clusters, defined as a hyperspheres in N dimen-
sional space, where N denotes numaer of features tn each
pattern. Each clusler can be either:

L) homogeneous (if all patterns belong to the same
class. e.g., a-g fauit type)
. non-homogencous (if cluster containg patterns

from differem classes).

In the supervised part, non-homaogeneous clusters are sep-
arated from homogeneous. Class membership (fabel) is
assigned to homogeneous clusters.

Training data set 15, then, reduced to contain only pat-
terns from noa-homogencous clusters, Vigilance parame-
ter p is decreased, and the whole procedure is reiterated.
After completion of the training procedure, all generated
clusters contain uniform data patterns, and are character-
ized by their centroids, corresponding radii (i.e. vigilance
parameter p}, and inherited class membership. Figure 2.
shows schematic illustration of the outcome of the training
process in the feature space. It can be observed that cluster
topology is not uniform, and that two or more clusters
may have the same class membership.

3. APPLICATION CASES AND
TESTING SET-UP

Twa different applications of the proposed algorithm have
been studied. One of them is implementing neural network
as a transmisston linc protective relay. The other is imple-
mentation of the neural network for the off-line fault
detection and classification, which can be used as an a:xd
to the operators in the substations far fast characterization
of the Digital Fault Recorder (DFR) event files. Table I
shows main features of both applications. Electromagnetic
Transiem Program (EMTP) simulation [18] s used 1o
obtain fault patterns for network training and testing for
both applications.
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Table L Simulation characteristics of real-time and off-line applications

Off-line

application
Saurce of data

Real-time
application

EMTPF simulation EMTP simulation

Pattern length 1 cycle variable
Sampling
frequency 2 kHz 2kH:z

3-phase currents andfor
3-phase voitages

Sample types 3-phase currents

Fauft types all 11 phase faults al? 11 phase faults
No. of patterns
used for training 200 325
Input shding window  snapshot cofresponding
one cycle long to the pattern length used
in training
Ng. of parterns
used for testing 80 295

One line diagram of the modeled 161 kV power system
ts given in Figure 3. This model is part of an actual system
with short mutually coupled transmission lines. Faults are
simulated on the line between buses 2 and 3.

An extensive simulation was conducted, resulting in
more than 600 fault cases. All 11 possible transmission
line fault types are simulated {a-g, b-g, c-g, a-b, a-¢, b-c,
a-b-g, a-c-g, b-c-g. a-b-¢ and a-b-c-g faults) and the fol-
lowing three parameters are varied within each simula-

o

. fault location (0.0, 0.14, 0.80, and 1.0, where 1.0
corresponds to the whole length of the transmis-
sion line)

] fault resistance (0 02, 3 02, 6 &, and 50 )

] incidence angle of the fault cccurrence (0°, 45°,
and 907)

Roughly, half of these cases were used for training of the
neural network, and the other half was used for NN test-

ing.
3.1 Real-time application

he main functions that neural network has to perform in
his application are:

1 3

@T 215km ()

L

Rure 3 One tine diagram of the 161 kV power system used for EMTP
odeling
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. Fault détection
- Fault type classification

Execution of the above tasks is exiremely time restricted.
For transmission systems it is expected that protective
relays perform fault detection and fault type classification
in less than 1 cycle (16.67 ms). Conventional high speed
relay can perform both functions as fast as 1/4 cycle {less
than 5 ms).

Neural network training is conducted using 200 fault
patterns. Trained network is then used for detection and
classification of the fault events in the power system.

In order to test the performance of the NN hased relay,
B0 fault events were generated using the EMTP simula-
tion. Total length of simulated waveforms for each event
was 0.5 5 (30 cycles) and simulation time step was 0.5 ms.
Input to the NN based relay is in the form of the sliding
data window containing only samples of phase currents.
Window length is fixed and 33 samples long (approx.
window length is | cycle). Example of the sliding data
window technique is shown in Figure 4, where arrow
points to the sliding direction. Sliding moticn is obtained
by putting every new sample at the end of the window and
removing the first sample from the beginning of the win-
dow.

A block diagram of the fault detection and fault classi-
fication functions that are part of the neural network is
shown in Figure 5.

Fault detection Iogic is implemented as follows:

. Input pattern is compared to the cluster represent-
ing power system steady stale.
[ If input pattern ‘belongs’ to the ‘normal-state’

¢luster (i.e. Euclidean distance from cluster cen-
troid is less than radius of that cluster) then slide
the input window for one satnple and compare
again.

Phass 4 o grond bt
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Figure 4 Sliding data window input into the neural network
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-» If input pattern ‘doesn’t belong” to the ‘normal-
state’ cluster (i.e. Euclidean distance from cluster
centroid is greater than radius of that cluster) then
fault is detected and exccution of the fault classi-
fication logic is started.

Fault classification logic is implemented as follows:

- Input pattern is now compared 1o every cluster
obtained during training of the neural network.
. If input pantern ‘belongs’ to a particular cluster

then NN classifies fault event according to the
class membership for that cluster.

L] If input pattern ‘doesn’t belong’ to any of the
clusters then relay slides input window for one
sampie and does the comparison again. Decision
Time (DT} is parameter used to force NN (o
make final decision. That means after DT [ms]
from disturbance detection, if pattern still doesn’t
belong 1o any of the clusters, NN will classify
fault event according to the class membership of
the nearest cluster. Nearest cluster is cluster
whose centroid is closest to the input pauern
aceording to the Euclidean distance.

The neural network algerithm was implemented and tested
on IBM PC compatible computer with Intel 486 DX-2
microprocessor {66 MHz). Compultational time needed for
comparison is:

. for fault detection logic approx. 0.2 ms
. for fault classification logic approx. 15 ms

Taking into consideration that data sampling frequency
was 2 kHz (0.5 ms), it can be concluded that fault detec-
tion logic was operaling in real time, while faull classifi-
cation logic required more time. Further work is being
done 1¢ evaluate possible enhancement of the neural net-
work computational performance by using special digital

Input patian
{window lougth 1 cycie)

Figure 5§ Block diagram of the disturbance detection and fault classifi-
cation lagic
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signal processors {D5Ps) for real-time embedded applica-
tions {e.g. TI TMS320C4x family).

Table 2 shows relay operation for different length of
the decision time (DT). Neural network was trained using
fault pattcrns with incidence angle & = 0° and o = 90°. It
can be noticed that relay performance .eteriorates in the
case of faults with incidence angle «. = 45° due to the
insufficient network training. Sampling frequency in this
simulation was 2 kHz, which means that DT = 22 samples
coerresponds to 11 ms.

Tirmnes (i.¢, number of samples needed to make a deci-
sion) for fault detection logic and fault classification logic
for different cases are presented in Table 3.

The following is the assessment of the pecformance of
the NN based relaying logic:

) Overall correct classification for all three fault
incidence angles and for DT = 22 samples (11
ms}) expressed in percentage is 71.6%.

] Overall correct classification for all three fault
incidence angles and for DT = 24 samples {12
ms) expressed in percentage is 76.54%.

. Overall correct classification for all three faul
incidence angles and for DT = 28 samples (14
ms) expressed in percentage is 79.01%.

] In the rest of the cases neural net detected the
fauit but failed to correctly classify the fault type.

The longest time for fault detection and classification was
32 samples (corresponds to 16 ms), which is under |
cycle.

3.2  Off-line application

This is a pattern recognition problem, where Neural Net-
work. based on the sample set of fault pattern, first reorga-
nizes and classifies training patterns according to patterns
collective properties. After completing of the training pro-
cedure, NN is capable to classify new ‘unseen’ patterns.

A number of EMTP simulations of various fault events
were performed for generating fault patterns to be used for
training and testing of the neural nctwork. The maximum
stmulation time was 50 ms, and the sampling frequency
was f=2 kHz.

Total number of 619 fault patterns were generated in
this way. Also | pattern labeled as normal state is generat-
ed using EMTP to represent the steady state (no fault
state} of the power system,

Fhe total number of fault patterns used for training was
324. In addition to that, one steady stale pattern was pro-
vided during the training. Distribution of the paterns
according 1o the faull type is given in Table 4.

Several different input formats into ANN are consid-
ered during design and festing. These input formats are
summarized in Table 5. Input formats [, 2 and 3 consist of
both prefault and postfault samples, white input formats 4,
5 and 6 contain only postfault samples. Examples of input
data vectors for format | and 5 are presented in Figure 6.
Since the proposed neural network algorithm contains no
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Table 2 Neural nerwark perfonmance

TRANSMISSION LiNE FAULT CLASSIFICATION USING NN

ision Time (DT) Incidence Angle

# of Correct

# of Incorrect Correct

e mples| [degrees] Classifications Classifications +  operation [ %]
Within Cutside Within Crutside
Cluster Cluster Cluster Cluster
22 0° 6 13 I 7 70.37
24 0 0 13 ! 3 85.19
28 o 25 0 2 ] 92.59
22 45° 11 3 6 7 5185
22 907 25 0] 2 0 92.59
Table 3 Timing for fault detection and classification logic
Incidence Angle Fault Detection Logic Fault Classification Logic
[degrees] Min. Time Max, Time Average Min. Time Max, Time Average
6 3 samples 10 samples 5 samples 2 samples Depending on 11 samples
the DT (22, 24,
28 samples)
45° 2 samples 12 samples 5 samples 3 samples 22 samples 15 samples
o0° 3 samples 10 samples 6 samples 6 samples 22 samples 16 samples
Table 4 Distribution of training fault patierns
oy B I Vo Wy Vo o 0, L 1.V, Y, V]
Fault Fault Fault Neo. of o T e I A B e
Type Location Resistance Patterns LLE L
Local Remote  Low High oy o e aufbade ]
. 5 I8 16 P 24 Figure 6 Data veclors for input format | and 5
b-g 12 24 24 12 36
c- 12 24 24 12 36 L. . .
a_g 12 18 20 10 18 Results of training (clustering) for every input format
a-c 12 2] 22 1 13 are given in Table 6. Class membership of each cluster is
b-c 12 21 22 13| 33 determined during the supervised part of training. Cluster
abg 10 20 24 [ 30 15 considered homogenous if it contains fault patterns of
a-¢-g 10 20 24 6 30 particular type (a- g.b-c-g,a-b-c, eic.).
b-c-g 10 20 24 6 30 During the testing, NN was presented with 295 new
a-b-c 8 14 14 8 22 fault patterns. Neural network never ‘saw’ these patterns
ab-cg 8 12 12 2 20 and the task was to classify new patterns based solely on
Total 112 212 232 92 324 the previous experience (i.e. using the information
‘learned’ during the training).
The results are summarized according to the NN input
Table 5 Neural network inpur forinars formats in Table 7. Considering pairs of input formats |
1 F b Lenath  Samoie T and 2, and 4 and 5 it can be noticed that NN performance
nput Format c c;lsler';sz"f fes ample Types ts not deteriorating if only samples of phase currents are
. ¥ il taken as pattern features. On the other hand, computation-
I 3 594 voltages and currents al effort gnd time are greatly reduced if the voltage sam-
2 3 297 only currents ples are disregarded.
3 3 297 only voltages
4 | 198 voltages and currents
5 1 99 enly currents Table 6 Neural network training results
6 | 29 only voltages Input format # of training # of clusters

hi " 'n layers (flat net) the network structure depends on
th_ ype of the input format. Number of neurons in the
input layer is determined with the length of the input vec-
tor (e.g. for the input format | number of neurons is 594,
while for the input format 5 that number is 99).

vil d nn 1 marrh 1004

patterns after training
| 323 13
2 325 132
3 325 105
4 325 128
5 325 128
L 125 118
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Tahle 7 Neural network classification results

Input Correct Classification Incorrect Classification Correet [%]
Format Within Cluster  Outside Cluster  Total Within Cluster  Qutside Cluster  Tatal
1 214 68 282 7 & 13 95.59
2 218 65 283 7 5 12 9593
3 195 86 281 1 13 14 95.25
4 209 67 296 1 8 19 93.56
5 207 71 278 I g 19 93.56
L) 199 80 279 1 15 16 94 58
4, CONCLUSIONS bl + 1) = bdngd + 1/ (g + 1) (2D - bom )y 4
Results presented in this paper demonsirate that: It 7.2 > p? then form new cluster as &,,,,(1) = g4+1).
This procedure is repeated until the entire set of pat
» the NN selected gives good performance resuls terns is processed once.
for both real-time and off-line applications o
) the supervised learning process significantly Stabilization run
increases the performance
. the NN approach can bencfit from the on-line Step 3: We present every pattern, X', again. Let's say tha
learning which 1s not possible in conventional presently patiern p belongs to cluster C,. The shortest dis
technigues. tance between x»' and all existing centroids &, is foun
. the use of the same NN algorithms for both the using eq. {3).

real-time and the off-line fault analysis enables
combining of these two tasks in one hierarchical
system solution designed for fast faull analysis.

APPENDIX

The mathematical foundation of the NN used is described
as follows.
Given is a set of P{p = [, 2, ..., P) patterns x'™ where
aim = [ i, L T

{n
Initialization run

Step 1: Form cluster no. 1, &(1) = M, (Meaning cluster
C, with centroid b, contains 1 pattern).
Step 2: IT (512 = b))T (22 — ) € p? then adapt b, as
D2y =5, (1) + 122 - By (11 (2}
WD — h)T (2 - b)) > p? then form cluster 2 a5 py(1) =
_g!)‘
In doing so. after presenting ¢ < P patterns the situation
is as follows:
mt - clusters exists, their centroids b, are known and we
know how many paticrns belong to each cluster a,,.
When we present the next pattern ¢ + | we first allocate
the closest cluster T, by
miﬂ,[[l"f*"—Q,-)Tl:i““”—_b.;)}:1'12 (3)
and then compare r? and pZ
If r? < p2 then adapt cluster as
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- If T =k and r2 £ p? then no learning occurs
check next pattern p + 1.
] [ft#kand r? £ p? then adapt b using eq. (4
and 4, as
Bl = 1) = bylm) = 17 (= 1) (=2 — Bilny),
ng> 1 (5.
. If r;2 > p? form new cluster C,, b,(1) = £#" anc

adapt previous centroid &, using eq. (5).

Stabilization is repeated until mo panterns change theh
cluster membership.
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