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Abstract—A hybrid algorithm for phasor estimation is proposed
that is immune to dc offset and current transformer (CT) satura-
tion problems. The algorithm utilizes partial sum (PS)-based and
multistage least-squares (MLS)-based methods before and after
CT saturation is detected, respectively. The MLS-based method is
initiated when the third difference of the secondary current de-
tects the start point of the first saturation period. The determi-
nation of each saturation period is based on the sum of the sec-
ondary current from the start point of the first saturation period.
A least-squares (LS) technique estimates the dc offset parameters
from the single-cycle difference of the secondary current in the un-
saturated periods. Removal of dc offset from the secondary cur-
rent yields the sinusoidal waveform portion. Finally, the LS tech-
nique is used once again to estimate the phasor from the sinusoidal
waveform portion. The performance of the algorithm was eval-
uated for a-g faults on a 345-kV 100-km overhead transmission
line. The Electromagnetic Transient Program was used to generate
fault current signals for different fault angles and remanent fluxes.
The performance evaluation shows that the proposed algorithm
accurately estimates the phasor of a current signal regardless of
dc offset and CT saturation. The paper concludes by describing
the hardware implementation of the algorithm on a prototype unit
based on a digital signal processor.

Index Terms—Current transformer, dc offset, multistage least
squares, saturation, partial sum, phasor estimation.

1. INTRODUCTION

ODERN protective devices depend on knowing the pha-
M sors of the voltage and current signals. Any fault-in-
duced dc offset must be removed from the current signal to es-
timate the current phasor accurately. Since a dc offset is a non-
periodic signal whose spectrum covers all frequencies, the pres-
ence of such a dc offset may result in a phasor estimation error of
almost 20%, depending on the algorithm used. It is well known
that the saturation of a current transformer (CT) also has an ad-
verse influence on the estimation of the current phasor. Since dc
offset itself is one of main causes of CT saturation, dc offset, and
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CT saturation should be considered together when estimating
the phasor of a current signal.

Over the last two decades, several techniques have been pro-
posed to deal with the dc offset problem [1]-[9]. One approach
to eliminating the effect of a dc offset is to assume a specific
time constant for it. The methods in this approach, such as a
Kalman filer in [1] and a digital mimic filter in [2], can com-
pletely remove the dc offset only when the time constant of the
dc-offset matches the assumed one. Another approach is to esti-
mate the dc-offset parameters. In [3] and [4], algorithms based
on least squares (LS) were proposed to suppress the effect of
the dc offset, which is linearized by a Taylor series expansion.
LS-based algorithms can successfully suppress the effect of the
dc offset over a certain range of time constants. When the time
constant is small, however, their performance decreases due to
the effects of the linearization. Several algorithms based on the
discrete Fourier transform (DFT) have also been proposed to
eliminate the effect of the dc offset. Algorithms in [5] and [6]
were proposed to estimate the dc offset parameters using three
successive outputs of the fundamental frequency DFT and two
successive sums of single-cycle samples, respectively. Since
these algorithms made use of more than one cycle samples, their
response speeds were slower than other DFT-based algorithms.
To cope with this drawback, [7], [8], and [9] used the output
of the harmonic DFT, two partial sums of single-cycle sam-
ples, and a modified notch filter, respectively, to estimate the
dc offset parameters. Although most of algorithms in these two
approaches exhibit good immunity to dc offset, they do produce
errors in the case of CT saturation.

Several other methods have been presented in [10]-[16] to
deal with the CT saturation problem. In [10], an algorithm that
estimates the magnetizing current to compensate for CT sat-
uration was proposed. Although this algorithm is valid under
various fault conditions, it requires the magnetization curve
based on given CT parameters, and assumes that the remnant
flux is zero before the fault occurs. Algorithms in [11] and
[12] have been used to improve the accuracy of a CT, in which
the initial flux is estimated and used in conjunction with the
hysteresis curve to calculate the exciting current. These algo-
rithms are based on two assumptions that the given CT has been
preliminarily identified and that no dc component is present.
In [13], the secondary current only in unsaturated periods is
used to estimate the primary current including the dc offset,
which is linearized by a Taylor series expansion. Due to this
linearization, this algorithm does produce some errors, par-
ticularly when the time constant is small. An artificial neural
network (ANN) has also been used to correct the distortion
of secondary currents. In [14] and [15], a feedforward ANN

0885-8977/$26.00 © 2009 IEEE



NAM et al.: PHASOR ESTIMATION IN THE PRESENCE OF DC OFFSET AND CT SATURATION

Fig. 1. Simplified equivalent circuit of a CT.

attempts to learn the nonlinear characteristics of CT magnetiza-
tion to reproduce the original waveform based on the learned
characteristics. None of these methods have investigated the
remnant flux in the core. In [16], a new ANN-based technique
was proposed to compensate the saturated secondary current
considering the presence of remnant flux in the core. Although
the performance of ANN-based algorithms can be enhanced by
increasing the quantity of learning data, they cannot be univer-
sally applied to different CTs because saturation effects vary
even among CTs of the same type.

In a manner immune to dc offset and CT saturation, this paper
proposes a hybrid algorithm that utilizes partial sum (PS)-based
and multistage least squares (MLS)-based methods before and
after CT saturation is detected, respectively. Evaluation of its
performance shows that the proposed algorithm can estimate the
phasor of a current signal with satisfactory speed and accuracy,
even in the presence of dc offset and CT saturation.

The remainder of this paper is organized as follows. Section II
describes the characteristics of CT saturation, and Section III
provides the details of the proposed algorithm including the
MLS-based method. Section IV presents the results of perfor-
mance evaluation regarding the response speed and accuracy
under various fault angles and remanent fluxes. Section V de-
scribes how the algorithm was implemented on a digital signal
processor (DSP)-based prototype unit and concluding remarks
are given in Section VL.

II. CHARACTERISTICS OF CT SATURATION

Modern microprocessor-based protective devices have very
low impedances as seen by CTs and can be neglected when con-
sidering CT saturation. The CT wire resistance and the resis-
tance of the leads that interconnect CTs and protective devices
are the major causes for CT saturation. Fig. 1 shows a simplified
equivalent circuit of a CT, where Ly, is the magnetization in-
ductance, R is the total secondary resistance, 7p is the primary
current referred to the secondary, 7 is the magnetizing current,
and g is the secondary current.

The core flux \ is related to 75 by the expression

dA(¢)

. =R -is(t) ey

Integrating (1) from ¢y to ¢ yields
t
A() = Alto) + R / is(r)dr @
Jtg

Assuming that a fault occurs at a time origin, and that the fault
current signal consists of a dc offset and a fundamental fre-
quency component, the discrete primary current is expressed as

ip[n] = dac[n] + iac[n]
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Fig. 2. Example of CT saturation (0° fault with 40% remanent flux).

= Acos(nfa) + Bsin(nfa) + Ca™ 3)
where
¢ 2w 1
a:e_AT At:—TrN, Or = w - At
where

w  angular fundamental frequency;
7  time constant of the dc offset;
N number of samples per system cycle.
Since the primary current is equal to the sum of the secondary
current and the magnetizing current, the secondary current is
given by

is[n] = ip[n] — in[n] = dac[n] +iac[n] —inm[n] (4

To eliminate ¢, from g of (4), a single-cycle difference func-
tion is defined as

is[’n — N] — Ls[n]
(tac[n = N] = iac[n])
+(iM[n—N]—i1\,[[7l]). (5)

LD[TL]

Fig. 2 shows an example of CT saturation, where ng, and ng,
are, respectively, the start and end points of the kth saturation
period brought into focus, 1, is the middle point between ns,
and ng, , and n g, is the point half a cycle later than 7, . With
H defined as the minimum half-length of unsaturated periods,
the minimum data number in the unsaturated periods is given by
2H + 1. For example, assuming that the maximum saturation
period is less than 90% of one cycle and that the sampling rate
is set to 64 samples per cycle, H will be equal to 2. In this case,
15 should be unsaturated at least from ngy, — 2 to ng, + 2.
Therefore, 75, should be zero within a distance H from ny,

iA,[ZO fOI‘|’I’L—7’LHk| SH (6)

Similarly, 7»; should be also zero within a distance H from
ng, — N

iy =0 for|n—(ng, — N)| < H. @)
Combining (5), (6), and (7) yields

ZD[TL] = idc[n — N] — idc[n]
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=Ca" N1 -a") for |n—nmg|<H (8)

III. HYBRID ALGORITHM FOR PHASOR ESTIMATION

A. PS-Based Method [8]

The PS-based method is one of the most useful techniques for
removing the effect of a dc offset. It is described briefly below.
The phasor from the conventional DFT is given by

IDFT[n] = IC[TL] +_] . IS[n] (9)
where
g N-1
Ic[n] = N ir[n — N + 14 m] - cos(mfa)
m=0
g N1
Is[n]:—N ip[n — N+ 14 m]-sin.(mfa).

To remove the effect of the dc offset, two partial sums are de-
fined as

N/2

Si[n] = ir[n — N — 1+ 2m)] (10)
m=1
N/2

SQ[TL] = iL[n—N+2m]. (11
m=1

Using these partial sums, the compensated real and imaginary
parts are given by

Inln] = Io[n] + <1 — acos <2ﬁ”>> Cla)$i[n] (12)

2
I1[n] = Is[n] — asin <N“> C(a)S1[n] (13)
where
2 a?—1 Saln]
Cla) = = . — 2210
(@) N o?—2acos (%) +1 Si[n].
Finally, the PS-based phasor is given by
Ips[n] = Ir[n] + j - I1[n]. (14)

As shown in Fig. 3, the PS-based method performs better than
the conventional DFT in the presence of dc offset with no CT
saturation. However, when the secondary current is distorted
due to CT saturation as shown in Fig. 4, the PS-based method
produces some errors as does the conventional DFT. To cope
with this drawback, a MLS-based method will be proposed in
this paper. Since the PS-based method performs well except in
the presence of CT saturation, the PS-based method is used pri-
marily, and the MLS-based method is applied only in the pres-
ence of CT saturation. The flowchart of the algorithm is shown
in Fig. 5.
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Fig. 3. Time responses of the conventional DFT and the PS-based method in
the case of no CT saturation (0° fault with 40% remanent flux).
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Fig. 4. Time responses of the conventional DFT and the PS-based method in
the case of CT saturation (0° fault with 40% remanent flux).
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Fig. 5. Flowchart of the hybrid algorithm.

B. Detection of the Start Point of the First Saturation Period
To detect the start point of the first saturation period denoted

as ng1, the third difference function proposed in [17] is used,
and the detection criterion is given by

lis[n] — 3ig[n — 1] + 3ig[n — 2] —ig[n — 3]| > Ts. (15)

T’ is the threshold value which can be determined using
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Ts = kv/21 s [2 sin (1)]3 (16)

N
where I, is the expected maximum fault current and k is a
marginal factor. The first moment satisfying (16) is considered
to be the start point of the first saturation period. To prevent mal-
function, saturation detection is not applied until the initiation
point, which is denoted as n; and defined as the moment when
the current first exceeds twice the rated secondary current for
three successive samples.

C. MLS-Based Method

1) Determination of Estimation Points: The core flux A of
(2) can be expressed in discrete form as

2T
/\[n] = )\[7151] + N—wR

X Z ig[m] forn >ng; (17)

m=ngi1+1

where ng; corresponds to ¢y of (2). Once ng; is detected by
(15), the direction of saturation can be determined based on
the sign of ig[ng1]. A positive value of ig[ng1] means that
A[ng1] also has a positive value, and that the saturation occurs
while A[n] is larger than A[ng1]. Conversely, a negative value of
is[ng1] means that A\[ng1] also has a negative value, and that the
saturation occurs while A[n] is smaller than A[ng;]. Therefore,
the criterion for a saturation period can be expressed as

] > slsi
lis[ns1]|

is[nsi)

18
fislnsa] (19

forn > ngy.

Substituting (17) into (18) with minor calculation yields

n

Z is[m] >0 forn>ngi. (19)

m=ngi+1

_is[nsi]
S = 1l

While S[n] has a positive value in a saturation period, S[n] has
a negative value in an unsaturated period. Therefore, for the kth
saturation period, the start point ns, and the end point ng, can
be easily determined by examining S[n].

In this paper, the dc offset parameters are estimated only at
a specific point in each saturation period. Since the parameter
estimation uses the single-cycle difference function and a data
window of length 2H + 1, the estimation point is given by

np, =ny, + N/2+ H=ng,+ H. (20)

2) Parameter Estimation of DC Offset: At the estimation
point, the LS technique is used to estimate the dc offset param-
eters. To fit the exponential dc offset of (8), the absolute value

function and logarithm are successively applied to both sides of
(8) to give

log(lip[n]l) = nlog(a) +log(|Cla™™ (1 - a™))
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for |n—mng|<H (21)
LS fitting proceeds by finding the sum of the squares regarding

the deviations in 2H + 1 data from (21):

H
Er= Y (log(liplnm, +mll) —p-m—q?*  (22)
m=—H
where
p = log(a)

g =log(|Cla™™(1 = ™)) + np, - log(e).

The best-fit values are determined by minimizing (22), which
leads to the following equations:

H H
p Z m? +4q Z m
m=—H m=—H
H
= Z mlog(lip[nm, +m]|) (23)
m=—H
H H
q Z 1+p Z m
m=—H m=—H
H
= Z log(lip[nm, + m]|). (24)
m=—H
Some minor calculation yields a and C'
a=e? (25)
C = Jaclnp] g Q" - o (26)
|Z'dC[”PA<]| 1—aN

where

p= < Z mlog(lip[nm, +m]|)> /( Z m2>
Z log(|ip[nm, +m]|).

m=—

1

1= 9H 11

3) MLS-Based Phasor: As noted in Section II, 75, should
be zero during the periods when |n — (ngy, — N)| < H and
|n — ng,| < H. Therefore, the sinusoidal waveform portion
can be directly obtained by eliminating the dc offset from the
secondary current

tacln] = ig[n] — tac[n] = is[n] — C - ™

forjn — (npy — N)| < H and |n—ng| < H. (27)

The LS technique is used once again for phasor estimation. Con-
sidering the phase relation to the PS-based phasor, the error
function is
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FE> ZG[RHA,]-i-e[TLHk —N] (28)

where

H Tac[n + m)] 2
—Acos((m —M —1)0a)

m=—H \ +Bsin((m — M — 1)fx).

e[n]

Minimizing (28) yields the best-fit values in the following ma-
trix form:

x=A"1b (29)
where we get the equation shown at the bottom of the page.
Finally, the MLS-based phasor is given by

Inwsnp, ] = Ir[np,) + j - Ii[np,]. (30)

D. Phasor Estimation Process

Until the next estimation point, the phasor of the hybrid algo-
rithm is given by

Inaln] = IMLS[np,c]ej("_”’k)9A forn > np,. 31

As shown in the flowchart of Fig. 3, the MLS-based method is
applied only in the presence of CT saturation. If no saturation
is detected until the second zero-crossing point from the end
point of the previous saturation period, the hybrid algorithm is
reset, and the phasor of the algorithm comes from the PS-based
method again.

IV. PERFORMANCE EVALUATION

The performance of the algorithm was evaluated for a-g faults
on a 345-kV 100-km overhead transmission line as shown in
Fig. 6. The overhead transmission line parameters used in the
simulations are given in Table I. The Electromagnetic Transient
Program (EMTP) was used to generate fault current signals for
different fault angles and different remanent fluxes. The sam-
pling frequency was set to 3840 Hz or 64 samples per cycle
in 60-Hz systems. The EMTP output was pre-conditioned by a
second-order Butterworth low-pass filter with a cutoff frequency
of 960 Hz to reject high frequency components and prevent
aliasing errors. The a-g faults incepted at four different angles
(0°, 45°, 90°, and 135°) were considered to occur at a distance
of 5 km from a relaying point.
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Fig. 6. Single line diagram of the model system.
TABLE I
OVERHEAD TRANSMISSION LINE PARAMETERS
Sequence Parameter Value Unit
Positive R, R; 0.0345 km
& Ly, L, 0.9724 mH/km
Negative Cy, Gy 0.0117 uF/km
Ro 0.2511 km
Zero Lo 2.7058 mH/km
Co 0.0045 WF/km

Current (A)

40
Time from the fault occurrence (ms)

60 80

Fig. 7. Time responses for a 0° fault with 80% remanent flux.

Different remanent fluxes in the core produce different sec-
ondary currents for the same fault. Thus, the performance of
the algorithm was also tested by varying the remanent flux from
—80% to 80% of the flux at the saturation point. The CT mod-
eling method in [18] was used to account for the remanent flux
at the moment of energization. A resistive burden of 3.42 (2 was
connected to a C400 CT (2000:5, 0.61 Q) and the saturation
point of (2.047 A, 1.512 Vs) was selected to generate hysteresis
data using HYSDAT, an auxiliary program in EMTP.

To account for the delay time in the low-pass filter and to
exclude data before the occurrence of the fault, the estimation
point of (20) was modified for the simulations to

np, = max(ny, + N/2+ H, nr+ N +2H)

x = [Ig[np,] Iilnp]]"
o
H )
> _gsin(2(m — H —1)04)

g Gac[nm, +m] +iaclng, — N + m])cos((m —
S gliaclnm, +m] + iaclnm, — N +m])sin((m —

— I sin(2(m — H —1)6A) ]
—2Fsin?((m—H —1)6,)
H— 1)9A)]
H — 1)9A) ’
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Fig. 8. Time responses for a 135° fault with 40% remanent flux.

=nmg, + H. (32)
Since the 0° a-g fault with 80% remanent flux is the worst case
among those simulated, the first saturation period in this case
becomes the maximum saturation period, which is about 82%
of one cycle. Therefore, the minimum half-length of the unsat-
urated periods is about five samples. However, considering the
effect of the low-pass filter and the residual magnetizing current,
H was set to 2 for the simulations.

Fig. 7 shows the time responses of the conventional DFT, the
PS-based method, and the proposed algorithm for the 0° fault
with 80% remanent flux. Fig. 8 shows the same for the 135° fault
with 40% remanent flux. As expected, the conventional DFT
and the PS-based method required much longer time than the
hybrid algorithm to reach steady state after a fault. To evaluate
the response speed of the algorithms, we defined convergence
time as the amount of time required for the transient oscillations
to stay within +5% of the steady-state value after a fault. Table II
summarizes the convergence times of the conventional DFT, the
PS-based method, and the hybrid algorithm. Depending on the
fault angle and the remanent flux, the conventional DFT and the
PS-based method exhibited a convergence time between 13.5
and 59.9 ms. This range is enough to cause a malfunction of
protective devices that use currents as input signals. Compared
to the conventional DFT and the PS-based method, the hybrid
algorithm showed a much faster response with a convergence
time between 12.2 and 23.2 ms.

Fig. 9 shows the real and imaginary parts of the hybrid al-
gorithm output for the 0° fault with 80% remanent flux. Due to
the switch from the PS-based method to the MLS-based method,
both of the real and imaginary parts have prominent distortions
at about 20.6 ms from the onset of the fault, which results in the
discontinuity in the phase domain. In the case of the 135° fault
with 40% remanent flux, the switch between the methods took
place smoothly at about 24.5 and 115 ms, as shown in Fig. 10.
The difference between the two cases is due to the saturation
level at the moment of switching. Comparison of the magne-
tizing currents in Fig. 7 and 8 indicates that in the case of the
0° fault with 80% remanent flux, a much higher saturation level
occurs at the first switching moment than in the case of the 135°
fault with 40% remanent flux.

TABLE II
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CONVERGENCE TIMES OF THE CONVENTIONAL DFT, THE PS-BASED METHOD,

AND THE PROPOSED ALGORITHM

(Unit: ms)
Fault Remanent Flux
Angle 80% 40% 0% -40% -80%
0° 59.89 59.89 59.89 59.89 59.63
IDFT 45° 57.29 57.03 57.03 57.03 57.03
90° 22.40 21.61 14.58 14.58 14.58
135° 34.63 45.83 45.83 45.83 45.83
0° 59.89 59.89 59.89 59.89 59.89
Ips 45° 57.55 57.55 57.55 57.55 57.55
90° 22.92 22.39 13.54 13.54 13.54
135° 16.41 50.26 50.26 50.26 50.26
0° 20.31 21.09 21.09 13.28 13.28
IHA 45° 19.01 19.53 14.32 12.24 12.76
90° 18.49 19.27 13.54 13.54 13.54
135° 16.41 15.62 15.36 23.18 22.39

100

Current (A)

— MLS Period

- 100 L L 1 1 1 1 1
-20 0 20 40 60 80 100 120

Time from the fault occurrence (ms)

Fig.9. Real and imaginary parts of the proposed algorithm output for a 0° fault
with 80% remanent flux.

100

Current (A)

— MLS Period

- 100 1 1 1 1 1 1 1
-20 0 20 40 60 80 100 120

Time from the fault occurrence (ms)

Fig. 10. Real and imaginary parts of the proposed algorithm output for a 135°
fault with 40% remanent flux.

To evaluate the accuracy of the algorithms, the estimation
error is calculated using the following equation:

error
_ |estimated magnitude — actual magnitude]

actual magnitude

x 100 (33)
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TABLE III
MAXIMUM ERRORS OF THE CONVENTIONAL DFT, THE PS-BASED METHOD,
AND THE PROPOSED ALGORITHM

(Unit: %)
Fault Remanent Flux
Angle 80% 40% 0% -40% -80%
0° 19.75 19.69 20.87 23.49 26.97
IDFT 45° 16.04 15.93 17.22 19.62 22.36
90° 1.467 0.901 0.280 0.234 0.232
135° 12.71 17.16 15.19 13.29 16.09
0° 23.66 23.47 23.11 23.46 23.18
IPs 45° 18.65 18.36 17.94 18.63 14.65
90° 4.377 3.080 0.677 0.099 0.108
135° 4.752 10.85 14.79 14.30 16.04
0° 1.022 0.547 0.406 0.350 0.352
IHA 45° 1.845 0.603 0.603 0.603 0.603
90° 0.266 0.663 0.677 0.099 0.108
135° 2.797 0.527 0.465 0.444 0.972
100
—- IS
50 '
£
‘g 0
3
-50
100 _, MLS Periold l , l
-20 0 20 40 60 80
Time from the fault occurrence (ms)
Fig. 11. Time responses for a 135° fault with 80% remanent flux.

EMTP Output Data
(Comtrade Format)

l Digital Input

DOBLE F6150
(D/A Conversion)

l Analog Input
Prototype Unit

( 1st-order Low-Pass RC Filter )

(" 14-bit A/D Converter (AD7865) )

( 50-MHz TMS320C32 DSP )

Fig. 12. Block diagram of the hardware implementation.

where the actual magnitude of the steady-state fault current is
known from a fault analysis. Table III summarizes the max-
imum errors after one and a half cycles following the fault oc-
currence. Compared to the conventional DFT and the PS-based
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Fig. 13. Result of the hardware test for a 0° fault with 80% remanent flux.

method, which had maximum errors between 0.11 and 27.0%,
the proposed algorithm estimated the phasor more accurately
with a maximum error between 0.11 and 2.80 %. The proposed
algorithm produced the largest maximum error in the case of
the 135° fault with 80% remanent flux. As Fig. 11 shows, the
switch from the PS-based method to the MLS-based method
occurred at about 40 ms after the fault occurrence, due to the
very low saturation level just after the fault occurrence. Con-
sequently, the PS-based method produced the largest maximum
error during the period between the fault occurrence and the mo-
ment of switching.

These results demonstrated that the performance of the algo-
rithm is reliable for various fault angles and remanent fluxes.

V. HARDWARE IMPLEMENTATION

The proposed algorithm was implemented on a 50-MHz
TMS320C32 DSP-based prototype unit. The implemented
hardware was tested using the system configuration shown in
Fig. 12. The sampling rate was 64 samples per cycle and the
current passed through a first-order low-pass RC filter, with a
cutoff frequency of 960 Hz, to the 14-bit A/D converter.

The time responses of the algorithm from the hardware and
simulation tests were almost identical, except that there are
slightly more errors in the hardware tests. For example, Fig. 13
shows how the prototype unit performed when tested using the
data for the 0° fault with 80% remanent flux. For this case,
the maximum error was approximately 2.404% and 1.022% in
the hardware and simulation tests, respectively. Similar results
were found in the other hardware tests. The results indicate that
a prototype unit can accurately estimate the phasor of a current
signal in real time.

VI. CONCLUSION

This paper proposed a hybrid algorithm that utilizes the
PS-based and MLS-based methods before and after CT sat-
uration is detected, respectively. Since the PS-based method
performs well except in the presence of CT saturation, the
PS-based method is used primarily, and the MLS-based method
is initiated when the third difference of the secondary current
detects the start point of first saturation period. The LS tech-
nique estimates the dc offset parameters from the single-cycle
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difference of the secondary current in the unsaturated pe-
riods. After the sinusoidal waveform portion is obtained by
eliminating the dc offset from the secondary current, the LS
technique is used one more for phasor estimation.

The performance of the algorithm was evaluated for a-g faults
on a 345-kV 100-km overhead transmission line. The results
show that the proposed algorithm operates reliably with a con-
vergence time in the range of 12.2~23.2 ms, and with a max-
imum error in the range of 0.11~2.80% after one and a half
cycles from the onset of the fault. In addition, a prototype unit
estimated the phasor of a current signal successfully when the
algorithm was implemented on a TMS320C32 DSP. Therefore,
the hybrid algorithm is considered useful for phasor estimation
immune to dc offset and CT saturation.
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