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Many power system applications, particularly those related to
monitoring, control, and protection, depend on the use of field data
recorded by intelligent electronic devices (IEDs) in substations.
With the introduction of IEDs in the last 20 years, the amount and
type of data collected in substations have dramatically increased.
This paper explores the benefits of data integration and information
extraction achieved by merging temporal and spatial consider-
ations. In the new approach, time and space issues are treated
consistently across all IEDs, and as a result new applications
with improved performance characteristics can be defined. As an
illustration, two new monitoring functions are discussed in detail:
1) automated fault analysis and 2) hierarchical state and topology
estimation. Discussion ends with a description of an implementa-
tion framework that will allow development of other functions that
will benefit from the merger of time and space considerations.
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I. INTRODUCTION

This paper focuses on the issues of time and space as
they relate to data integration and information extraction.
While the issues of time and space have been well known
for many years and have been dealt with in different power
system applications, they may not yet have been fully uti-
lized and explored. The reason for their consideration in a
new data integration and information exchange approach
is their importance and practical consequence in a modern
monitoring, control, and protection system. Two events have
created the need to explore the new approach: the develop-
ment of intelligent electronic devices (IEDs) with improved
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data acquisition and communication capabilities and the ad-
vent of computational algorithms that can be hierarchically
distributed across substations. The core of the new approach
involves a combination of increased data acquisition ca-
pability and enhanced computational performance of the
data-processing equipment used in substations. This allows
implementation of a hierarchically structured, distributed
processing oriented power system monitoring, control, and
protection system that will be capable of performing its
tasks in a much more accurate, reliable, and efficient way
than the existing system.

In the early days, the protection concepts were established
as a decentralized automation that has been focused on local
operation, which is based on local measurements and local
actions [1]. In the 1960s, modern power system monitoring
and control solutions were introduced with centralized
databases for supervisory control and data acquisition
(SCADA) systems [2]. The two concepts—decentralized
protection and centralized monitoring and control—were
implemented using separate equipment and communication
facilities. This approach was based on a paradigm that
separated the power system states into “normal,” “alert,”
“emergency,” and “restorative.” Hence the corresponding
equipment was designed to deal with a specific power system
operating state [3]. This paradigm was further explored by
several researchers and practicing engineers, and led to the
conclusion that separation of equipment and algorithms
is justified since the various operating states of the power
system needed different temporal and spatial approaches to
data integration and information extraction [4], [5].

This paper offers a different view based on a recent study
of how the new equipment, communication capabilities, and
algorithmic developments may enhance the monitoring, con-
trol, and protection requirements and implementations [6].
As a result, the researchers recognized that system-wide pro-
tection as well as decentralized monitoring and control may
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be needed to address dynamic changes in system loading and
other “normal” contingencies as well as emergencies caused
by faults and cascading events. The core of this new ap-
proach is a unique way of considering the temporal and spa-
tial aspects of data integration and information extraction,
as well as its uses for monitoring, control, and protection
applications.

The paper starts with simple explanations of the temporal
and spatial considerations in the context of monitoring, con-
trol, and protection. It then illustrates the new approach to
temporal and spatial considerations when implementing an
automated fault analysis and hierarchical state and topology
estimation. Finally, the paper discusses how a new approach
based on a merged temporal and spatial consideration of
data and information may affect the new generation of
monitoring, control, and protection solutions.

II. TEMPORAL AND SPATIAL CONSIDERATIONS

A. Temporal Considerations

As a background, we will review now a number of consid-
erations related to the temporal aspects of power systems.

1) Time as a Reference for Correlating Power System
Events: Monitoring, control, and protection functions re-
quire knowledge of the instant of time when a given event
has occurred. Examples of such events are occurrence of the
fault or opening of a breaker. In some instances, a relative
time is all that is needed. For example, if a fault has caused
a relay to issue a trip command to a breaker, it is important
to understand the time sequence between the incident, the
relay action, and the breaker operation. Besides, an absolute
time plays a role, as well. We need to know when various
disturbances have happened in terms of actual time so that
we can place many different events in the same and adjacent
systems (which may be associated with the initial event) in
a time sequence.

2) Time as a Reference for Signal Sampling: Various
measurements in the power system are performed by IEDs.
They convert the measurements to samples by performing
analog-to-digital (A/D) conversion at the time the measure-
ment is taken. The samples are taken by a sampling and
hold (S/H) circuit, and then the A/D converts sample into a
computer word, known as data. The clock signal used for
initiating the S/H circuit can be applied simultaneously (syn-
chronously) for all the measured channels or sequentially
as each channel is measured (scanned). Recovery of the
information from data samples depends heavily on whether
the signals were sampled synchronously or scanned. For
example, it is possible to recover the phase angle between
different phases in a three-phase circuit if synchronous sam-
pling was performed, but it may not be possible to recover it
if the signal was scanned.

3) Time as a Reference for Waveform Representation:
Many of the analysis functions for monitoring, control,
and protection require that the analog waveforms of cur-
rent and/or voltage be analyzed either as time-domain
functions or phasors. The time domain representation is
important when waveforms experience transient behavior

while the phasor representation is sufficient for steady state
conditions. In both instances, how time is represented is
important, which leads to either an accurate representation
of a waveform at any instant in time or an approximation of
the waveform with a phasor.

4) Time as a Reference for a Control Action: An ac power
system acts as one big machine that couples many generators
and loads in a synchronous operation. The control actions
that are taken to disconnect or connect various components
of the system from or to the overall system may have to be
performed at a given instant of time so that the synchronized
operation is not disturbed. Connecting transmission lines or
generators to the rest of the system at the instants that will
cause a major departure from synchronous conditions may
cause serious equipment damage. Thus, we must carefully
consider the control sequence.

B. Spatial Considerations

It is necessary to understand the various aspects of spatial
considerations, as well.

1) Space as a Reference for Power Apparatus Locations:
Power systems typically are spread across wide areas. They
consist of transmission lines connecting substations, genera-
tors providing power, and load centers consuming power. As
we implement monitoring, control, and protection functions,
we target specific areas of a power system such as the in-
dividual power apparatus, substations, selected regions, the
entire system, or the areas surrounding the original system.
For various events and corresponding operating conditions,
only specific power system components involved in the mon-
itoring, control, or protection actions are related to the events.

2) Space as a Reference for Location of Decision-Making
Equipment: It is well recognized that the equipment may be
placed in a variety of locations, such as a substation switch-
yard, a control house in a substation, a power plant, a load
center, a regional center, the main control center for the entire
power system, the independent system operator (ISO) center,
or the regional transmission operator (RTO) center. The lo-
cation of the equipment and the type of data and information
to be provided depends on the communication infrastructure
built to connect various parts of the decision-making moni-
toring, control, and protection system. This translates into an
outcome in which some of the equipment is being distributed
and some centralized.

3) Space as a Reference for Data Processing and Informa-
tion Extraction: The computers that control today’s power
system may be placed at various locations throughout the
system. Data collected from substations and power plants
may be processed locally (“decentralized processing”) to ex-
tract the required information, or it may be sent to a cen-
tralized location to perform such processing. The algorithms
for monitoring, control, and protection may be located on
different computers, which often are spread across several
physical locations. Hence, the main options are to have ei-
ther localized (often denoted as decentralized) or centralized
processing. Distributed processing is a variation in which
the data processing and information extraction algorithms
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are performed at several locations while the decision-making
function is either localized or centralized.

4) Space as a Reference for Execution of a Command: A
control command can be executed automatically by equip-
ment or manually by an operator. The exact location at which
the command is executed influences both the speed of exe-
cution and the total area of the power system that is affected.
In the case of protective relaying, the area in which the com-
mand is executed is most often the same area in which the
data is collected. In some rare cases, the control action is ini-
tiated at the same place the data is collected, but the execution
takes place in an adjacent substation (transfer trip action).
In either case, the control action is executed automatically.
The manual initiation of a command may be local or remote
with respect to the point where the actual control action takes
place.

III. DATA INTEGRATION AND INFORMATION EXTRACTION

This section gives an explanation of how temporal and spa-
tial considerations may affect data integration and informa-
tion extraction. To contrast the traditional approaches to the
new approach proposed by the authors, two cases of data in-
tegration and information extraction are discussed: substa-
tion-wide and system-wide.

A. Substation-Wide Data Integration and
Information Extraction

Several aspects of the temporal and spatial consideration
at the substation level are important. We will focus on the
two most commonly discussed aspects: signal sampling and
feature extraction.

1) Substation-Wide Signal Sampling: Traditionally, the
vendor independently selects and implements signal sam-
pling in commonly used IEDs. This means that the sampling
rates, synchronization of sampling among different signal
channels, and A/D conversion characteristics may be quite
different from one IED to the next. This creates a major
problem if the data from different IEDs is to be integrated
since the samples are not “aligned” in time. The datat pro-
cessing required to correct the sample “alignment” may be
quite elaborate. Another approach, advocated in this paper
and utilized to enhance the existing applications, suggests
that temporal characteristics of the signal sampling be uni-
formly applied across substation IEDs. This translates into
a common approach to signal sampling across a given sub-
station as well as between adjacent substations. Besides the
selection of a common sampling rate, the sampling synchro-
nization should be controlled by a common reference such as
a GPS time synchronization signal. This makes data integra-
tion much easier, since all the signals are being sampled at
the same instant. The temporal relationship among different
signals makes the spatial correlation much easier, since all
the signals taken at the same instant of time can be easily
utilized for various applications irrespective of the distance
between measurement points.

2) Substation-Wide Feature Extraction: Two types of fea-
ture extraction are mentioned here with the goal of distin-
guishing current practice from the new approach proposed by

the authors: signal feature extraction and substation topology
extraction. A typical approach to signal feature extraction in
current IEDs is to recover the signal phasor using samples
taken during a full signal cycle or samples taken at certain
time intervals during a number of signal cycles. While the
phasors extracted this way may be used for many applica-
tions, taking samples synchronously across all the IEDs is
more beneficial, especially if the feature includes not only a
phasor but also a vector of signal samples containing an ar-
bitrary number of samples. Current substation applications
do not require knowledge of the substation topology. If this
information were extracted from IEDs, it would greatly en-
hance substation-wide applications.

B. System-Wide Data Integration and
Information Extraction

We will now discuss how temporal and spatial
considerations affect the present practice and future possi-
bilities regarding signal sampling and feature extraction for
system-wide applications.

1) System-Wide Signal Sampling: Traditionally, signal
sampling for system-wide applications has not had any tem-
poral requirements for “alignment” of samples or phasors.
The most common example of this approach is imple-
mentation of the current SCADA system implementation.
The remote terminal units (RTUs) of a common SCADA
implementation today will not have synchronized sampling,
but will be based on signal scanning. As a result, phasors
recovered from such samples are not on the same temporal
scale. Hence we cannot establish a time correlation between
phasors taken at different spatial locations. Monitoring and
control of large systems containing multiple areas can be
accomplished provided that boundary buses connecting
individual areas are sufficiently metered. Such metering
will no longer be required if all internal area measurements
are synchronized system wide using a GPS receiver. This
will enable the decentralized treatment of individual area
monitoring and control problems while accounting for
system-wide dependencies. This important consideration in
multiarea system representation for monitoring and control
applications is directly affected by temporal considerations.
Spatial treatment of the areas in the multiarea systems is
affected at the same time.

2) System-Wide Feature Extraction: The features of the
measured signals and topology of the entire system are
important. The feature extraction of analog signals at the
system level is almost always associated with the calculation
of phasors. Most advanced IED designs today are capable
of measuring phasors across the entire power network using
synchronously taken samples leading to an accurate “align-
ment” of phasors. For that reason, new IEDs specifically
developed for synchronous phasor measurements are being
widely deployed and new networks of such IEDs are created
to integrate the data and extract relevant information. This
paper discusses how such measurements may be utilized
to enhance the existing applications. Finally, the extraction
of information related to the system topology is also worth
discussing. Today’s system-wide applications do not focus
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on close tracking of the system topology. This is manifested
through the use of reduced system models and occasional
processing of the bus/breaker information to obtain the re-
duced one-line diagrams. This paper illustrates one possible
implementation of a topology tracking system that exploits
the capability of IEDs to provide detailed breaker level
measurements at the substations. This is another example
of the potential benefits provided by a substation-wide data
integration and information extraction system.

IV. AUTOMATED FAULT ANALYSIS

The importance of the temporal and spatial considerations
will be discussed using new automated fault analysis appli-
cation [7]. This will lead to better understanding of how the
same application may be implemented differently depending
on how the temporal and spatial requirements are selected.

A. Traditional Characterization of Transmission
Line Faults

This section illustrates how the first step of the anal-
ysis—namely, determining that a fault has occurred, what is
the fault type, and where the fault is located—depends on
specific temporal and spatial considerations.

1) Fault Detection and Classification: Traditionally, fault
detection and classification are performed using phasors of
current and voltage taken from one side of a transmission
line. Since a transmission line has three phases, to determine
fault type one must sample the three voltages and currents si-
multaneously so that proper phase angles between different
phases can be established, leading to a proper classification
of the fault type. Typically the data taken at one location,
closest to the fault, are sufficient to detect and classify a fault.
One remaining issue needs to be resolved, however: how can
we determine the location of the fault? Since it is impossible
to predict where the fault will occur, it is impossible to pre-
determine which end of the transmission line is closest to the
fault. Hence, it becomes important to establish a metric for
spatial determination of a fault location with respect to the
measurement point. This leads to the next essential portion
of the fault analysis, namely, fault location.

2) Fault Location: Traditionally, fault location is
determined based on impedance measurements, which
in turn are based on phasor measurements of voltage and
current, obtained from one end of a transmission line [8].
Since such measurements may not be accurate, voltage and
current phasors from two ends of a transmission line are used
to improve accuracy. The sampling of the respective signals
using a different sampling rate at two ends of a line does
not allow temporal alignment of samples, and hence phasors
may be misaligned. In the spatial sense, the transmission
line ends are the locations of the measurements and the rest
of the system is irrelevant. This approach still creates two
problems: 1) if measurements are not available at each line
end (which may still be the case in many utilities) and if
the adjacent lines are branching out, measurements may be
inaccurate, and 2) if the measurements are available at both
ends, the calculation of phasors may still create accuracy

Fig. 1. Neural network training.

problems if the length of the recorded waveforms is insuffi-
cient due to a fast interruption of the breaker currents.

B. Novel Characterization of Transmission Line Faults

The novelty is related to a different view of the temporal
and spatial consideration than what was discussed above.

1) Fault Detection and Classification Using Neural Nets:
In the new approach, the temporal consideration is reduced
to a selected length of the waveform used as a time vector of
samples that may or may not coincide with a half or full cycle
typically used for phasor reconstruction, which is the basis
for traditional algorithms. The following discussion gives a
brief summary of an application in which neural networks
and fuzzy logic are deployed to achieve the fault detection,
classification, and verification tasks [9].

The used neural network combines unsupervised and
supervised learning techniques to give the best perfor-
mance. Neural networks first use unsupervised learning
with unlabeled data (the time vectors of samples) to form
internal clusters. Labels are then assigned to the clusters
during the supervised learning stage. The neural network
training usually consists of a few hundreds of iterations
with consecutively alternating unsupervised and supervised
learning phases until prototypes of typical events (patterns)
are established (Fig. 1).
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Fig. 2. The structure of clean clusters.

Using the cluster structure established during training per-
forms classification of test patterns. The class labels of a se-
lected number (usually a small odd number) of the nearest
clusters are established. During classification, this classifier
assigns to a test pattern the class label of the majority of class
labels of the nearest prototypes in the neighborhood. Thus,
output of this neural network is in a discrete form that reflects
different types of faults common in protective relaying.

Input into the neural network is in the form of a moving
data window (the time vector of samples) containing sam-
ples of phase current and voltage. Phase current and voltage
measurements are filtered by an analog filter and sampled
with desired sampling frequency. Each pattern is extracted
from the samples in a desired time length of the moving
data window, normalized and arranged together to form a
common input vector with feature components. This is quite
a different temporal situation than using phasors, since the se-
lection of the time (length) of the waveform can be arbitrary.

One illustrative example of a reference set of clusters re-
lated to the fault analysis requirements is shown in Fig. 2 [9].
It relates to classification of the fault type and allocation of
the fault location to the zone of relay protection. It is signifi-
cantly simplified and given in two dimensions only.

In the training procedure used so far, incrementally estab-
lished clusters tend to take positions in which they mutually
overlap. Classifying test patterns located in overlapped
regions, therefore, may be erroneous. Suitable training
procedures that do not allow an overlap among the clusters
should be applied, and classification results should be com-
pared with an existing case when the clusters do overlap.

The testpatternsmightbeheterogeneousandquite different
from the training patterns, since there are many operating
states and possible events in the power network. Test pat-
terns are classified according to their similarity to prototypes
adopted during training. Classification is performed by ap-
plying the -nearest neighbor classifier (KNN) to the cluster
structure established during neural network training proce-
dure [10]. The main advantage of the KNN classifier is its
computational simplicity, but its substantial disadvantage is
that each of the neighboring clusters is considered equally im-
portant in detecting the class membership of the pattern being
classified, regardless of their size and distances to that pattern.

To solve the problem the theory of fuzzy sets is intro-
duced into the KNN technique to develop a fuzzy version
of the classifier [9]. The first important extension of KNN
is based on taking into account distances between patterns
and selected number of nearest clusters. The idea is that
the closer neighbors should exert more influence on the class
membership for the test pattern being labeled. The distance
is generally selected to be a weighted Euclidean distance be-
tween a pattern and a prototype (cluster center). The fuzzy
variable is introduced to determine how heavily the distance
is weighted when calculating each neighbor’s contribution to
the class membership of a test pattern. The second extension
is the introduction of a fuzzy membership value as a mea-
sure of a cluster belonging to its own class. The idea has been
interpreted in an original way, considering a special cluster
structure generated by the used neural network [9]. The mea-
sure of cluster membership in its own class is selected to be
proportional to the cluster size. The outcome is that the larger
clusters have more influence than the smaller ones.

Consequently, test patterns are classified based on the
weighted distances to nearest clusters, as well as on rela-
tive size and class labels of these clusters. Fuzzy -nearest
neighbor classifier calculates a vector of membership values
of an input pattern to all classes present in nearest
prototypes. When membership values for all neighbors
have been calculated, pattern is classified as belonging to
the class with the highest membership degree. Introduced
fuzzyfication is a nonlinear interpolation technique used to
help classify a test pattern dissimilar to all patterns presented
during training process, and that pattern is classified based
on the level of similarity to the neighboring training patterns.

This advanced approach also offers more realistic spatial
consideration, since the training patterns can be selected at a
variety of locations in the system, which makes the training
amenable to particular configurations of the network and a
variety of events and their locations. In the traditional so-
lutions, the spatial determination of the event’s location is
driven by the impedance calculation, which may be an inac-
curate measure of distance due to difficulty in defining ap-
parent impedance in the case several lines are branching out.

2) Fault Location Using Synchronized Sampling: Tradi-
tional phasor-based fault location techniques are accurate if
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Fig. 3. Unfaulted long transmission line.

the phasors are correctly calculated. In some special cases,
such as high-speed tripping or time-varying fault resis-
tance, phasor-based techniques may experience large errors,
while the synchronized sampling techniques are inherently
transparent to such conditions. The proposed fault location
method is based on a discrete form of Bergeron’s traveling
wave equations or lumped parameter line equations [11]. To
derive these equations, we can consider an unfaulted long
transmission line, shown in Fig. 3.

A transmission line longer than 150 mi can be represented
as an – circuit, since the contribution of the resistance and
conductance to the series impedance and shunt admittance
can be neglected. The length of the line is . The and are
the series inductance and shunt capacitance per unit length.
The voltage and current at the point , at distance from the
sending end , are given by

(1)

(2)

These equations follow directly from Bergeron’s traveling
wave equations. Here, is the characteristic impedance of
the line and is the travel time from end to point

(3)

The voltage and current also can be written in terms of the
end voltage and current by replacing the subscript with
and changing the travel time to , which is the travel
time from end to . If a fault occurs at , then the voltage
at point due to the end voltage and current will be the
same as the voltage at due to the end voltages and cur-
rents. Thus the fault location equation becomes

(4)

The distance to the fault does not appear explicitly in the equa-
tion. When the equation is written in a discrete form, the travel
times to point from either end will no longer be exact. The
right-hand side of (4) will have a finite nonzero value. Based
on the sampling time step, the line now can be divided into a
number of discrete points, and (4) can be used to compute the
error voltage at each of those discrete points. The point that
yields the minimum error value is the estimate of the fault.

This approach emphasizes the importance of both the
time (synchronization to GPS) and spatial (data from all line
ends) aspects of an accurate fault location calculation. The
transient voltage and current are processed in real time. In
this case, the temporal consideration requires synchronous
sampling and the spatial consideration requires data syn-
chronously sampled at both ends, which is different from
the traditional use of phasors.

V. HIERARCHICAL STATE AND TOPOLOGY ESTIMATION

This section addresses two important issues, namely, the
spatial and temporal considerations in the context of multi-
area state estimation and topology tracking respectively.

A. Multiarea State Estimation

Ever increasing sizes of power system models used in
power system applications present a significant computa-
tional challenge. One of the commonly used applications is
the state estimation function. Several researchers studied the
idea of decomposing the problem into several smaller ones
with manageable sizes and solving it through a hierarchical
method [12]–[15]. Their main focus, however, remained on
the reduction in computing time and memory requirements.
It was assumed that data and information exchange between
decomposed parts of the overall system would somehow be
possible, which implies nontraditional spatial consideration
of data availability.

State estimators process measured values of power flows,
power injection, and bus voltage magnitudes to determine
the corresponding operating state of the system. Ideally, the
estimated state should correspond to a single snapshot of the
overall system. However, an inevitable time skew between
scanned measurements will make this only an approximation.
Advances in communication and processing capabilities in
the substations will minimize this time skew, as well as any
bias due to that in the estimated state. Furthermore, the overall
systemcan be broken down intononoverlappingareas, each of
which has its own state estimator. The results can be centrally
coordinated if individual area solutions as well as the mea-
surements at the boundaries of these areas are available. This
is a bilevel hierarchical scheme: individual areas represent
the lower level and the coordinator represent the top level.

One such estimator is developed and tested using simu-
lated measurements [16]. In this setup, each area will solve
the following optimization problem:

Minimize (5)

Subject to (6)
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where

the vector of available measurements in area
, having elements. They include not only

all the internal measurements but also the
injection and flow measurements incident at the
boundary buses and the area tie-lines.

the residual of measurement .

the measurement error covariance matrix for
area .

the measurement function for area
measurements.

Once individual area solutions are available, these will be
passed on to the central coordinator, which will solve the
following problem:

Minimize

(7)

Subject to (8)

where

all data and measurements
available to the coordinator;

measurement vector
including the tie-line flows
and injections incident at
all boundary buses;

GPS synchronized phasor
measurements vector;

the residual vector of
measurement ;

boundary state variables
estimated by individual
areas and used as
pseudomeasurements
by the coordinator.

, similar to , except
defined for the external buses of each area.

The measurement model will then be given as follows:

where

coordination state vector with
dimension ;

measurement error with a zero mean
normal distribution and covariance

;

nonlinear measurement function.

Fig. 4. Areas and measurements for the 14-bus system.

In the above formulation, each area is assumed to solve
its own state estimation problem by ignoring some of the
boundary measurements, whose processing is not possible
without knowing the estimated states from the neighboring
areas. As a result, it is possible for individual areas to fail
to detect bad data appearing at the boundary buses. This
data, however, will be detected and identified at the second
level by the coordinator. Notable measurements used by
the coordinator are the GPS synchronized phasors. These
measurements allow spatial coordination without hampering
individual estimation processes. Such measurements will
facilitate detection and identification of bad boundary mea-
surements, which would otherwise be missed due to low
redundancy around these buses.

A tutorial example will be given below in order to illus-
trate the procedure outlined above. This also may serve as
an illustration of how spatial data exchange and specially
designed algorithms can facilitate large-scale solution to an
EMS problem.

Fig. 4 shows the system diagram, area designations and
available measurements for a 14-bus power system. State
estimation results obtained using the integrated system are
given in Table 1. The table also provides individual area esti-
mates independently obtained by Area 1 and Area 2 estima-
tors, as well as their coordinated solution which is obtained
by the top level estimator. Note that the Area 2 reference bus
is selected as bus 14. Since no bad data are present, top level
and integrated system solutions match closely.

Next, boundary injection at bus 6 is modified to simulate
a bad measurement. As evident from the sorted normalized
residuals for Area 2 estimation given in Table 2, bad mea-
surement cannot be detected by Area 2 estimator, since it is
critical in the absence of external measurements from Area 1.

Bad data problems will be resolved by the top-level esti-
mator, which will make use of all boundary measurements
and PMU measurements as well as the estimated states by
individual areas. Normalized residual tests at the top level
identify the voltage magnitude and phase-angle estimates of
bus 5 by the Area 2 estimator, as well as the bad real power
injection at bus 6 as bad data. Upon their removal, an unbi-
ased estimate is obtained for the overall system. The sorted
normalized residuals and corresponding measurements are
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Table 1
Results of Integrated, Individual Area, and Coordination Level Estimation
for the 14-Bus System

Table 2
Results of Area 2 State Estimation When Pinj at Bus 6 Contains Gross
Error

Table 3
Bad Data Identification Cycles for the Top Level Estimator

shown for all the bad data identification cycles in Table 3.
Superscripts indicate the area that performs the estimation,
and quantities with hats are estimated variables used as pseu-
domeasurements in the top-level estimation, and indi-
cates the normalized residual value.

B. Topology Tracking

The system model used by the state estimator is composed
of buses and branches. This model is built by the topology
processor, which uses the information available on the status
of breakers and switches at the substations to convert the de-
tailed breaker-level model into the much simpler bus-branch
model of the system. This conversion may not produce the
true system model when the information on the breaker status
is wrong. Such topology errors are difficult to detect and cor-
rect using the current state estimators.

Several recent investigations provide possible solutions
to topology error detection and identification problems

[17]–[20]. These approaches are based on state estimation,
which is reformulated to incorporate substation models when-
ever topology errors are suspected. However, the problem can
behandledwith lesseffort if it is solvedat thesubstationbefore
it is allowed to corrupt the central state estimator database.
Implementing a topology tracking system at the substation
and giving the central stateestimator access to tracking system
outputs when necessary can accomplish this. The proposed
tracking system will collect data and measurements within
the substation and perform various consistency checks based
on circuit laws and connectivity logic. The result will be an
error-free substation topology that is dynamically updated at
each measurement scan based on the real-time measurements.
A prototype of such a tracking system is described in [21].
The substation topology tracking system can be coupled
with a two-stage state estimator as shown in [22].

Regardless of the solution method used, the conventional
state estimation formulation is based on the bus/branch
model obtained from the topology processor. The circuit
breakers will not appear in the model. Estimation of the
power flows through circuit breakers is first suggested for
data validation at the substation by Irving and Sterling [23].
This requires the detailed topology of the substation, in-
cluding the circuit breakers, to appear in the system model.
Circuit breakers are modeled as zero impedance branches
and their flows are treated as additional state variables [18].
Here, a weighted least absolute value estimator (WLAV) will
be reformulated so that the substation models can be incor-
porated. The choice of WLAV method facilitates automatic
rejection of bad measurements and incorrect constraints for
breakers of unknown status. If a substation is to be modeled
in detail, representing the individual circuit breakers and
their configuration, then the linearized measurement equa-
tions will take the following form:

(9)

where is the measurement Jacobian, is the state up-
date, and is the measurement error.

is a measurement to circuit breaker incidence
matrix defined as follows:

if the measurement is an injection:

if; the injection is at the to-end
of the breaker j

if; the injection is at the from-end
of the breaker j

otherwise;

if the measurement is a line flow:

if; the flow is at the to-end of the breaker j
if; the flow is at the from-end of the breaker j
otherwise;

where is the number of the circuit breakers and is a
vector of power flows through the circuit breakers.
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A new vector is defined to designate the state vector aug-
mented by the circuit breaker power flows

(10)

WLAV state estimation problem can now be stated as the
following LP problem:

(11)

subject to (12)

Additional constraints are appended to the LP problem in
the form of zero voltages across closed circuit breakers. Since
the status of the breakers is not known a priori, such con-
straints are made soft by introducing a pair of slack variables
so that the constraints will be disregarded if the breakers are
actually open. For a circuit breaker between buses and ,
the following equation will be appended to (12):

(13)

where are the nonnegative slack variables for the
newly added pseudomeasurement.

Depending on the column rank of the matrix , some
or all entries in will be observable. The WLAV estimator
can identify the unobservable states during the initial phase
of the solution. Including all substations in full detail is not
efficient due to the exponential increase in the size of matrix

. Instead, the state estimator can ignore topology errors
unless the residual analysis yields a warning and identifies
one or more suspect substations of having such errors. Sub-
sequently, these suspect substations will be polled and their
most recent topology tracking outputs will be telemetered to
the state estimator. A second stage estimation will then be
executed as shown in (11) and (12), this time using the de-
tailed models of the polled substations and true topology of
the system will be uncovered based on the redundant set of
measurements.

VI. FUTURE INTEGRATED SOLUTIONS

This section discusses how the temporal and spatial con-
siderations may be merged in an integrated monitoring, con-
trol, and protection solution. The first section summarizes
how the solutions are implemented today and the second dis-
cusses future solutions.

A. Existing Data Acquisition and Information
Extraction Paradigm

A typical equipment infrastructure outline for the legacy
solutions is given in Fig. 5. It is organized to follow the in-
dividual temporal and spatial needs of traditional functions,

Fig. 5. Legacy infrastructure for monitoring and control.

Table 4
Typical Examples of the Temporal Consideration

which are defined by the traditional power system operating
states.

Substation recording IEDs can be quite versatile [7]. The
choice may depend on many factors, including the history
of the substation construction and upgrades, utility operating
practices, the strategic importance of the substation, etc. The
different recording IED types typically used in modern sub-
stations are:

• digital protective relays (DPRs);
• digital fault recorders (DFRs);
• sequence-of-event recorders (SERs);
• RTUs of a SCADA system;
• IEDs used for variety of monitoring and control

applications;
• fault locators (FLs) developed for stand-alone high-ac-

curacy fault locating.
Observing the legacy infrastructure and the properties of

the data acquisition parts of each of the infrastructures, one
can quickly conclude that SCADA gives a broad spatial but
limited temporal view of the system dynamics, while the
DPRs and DFRs give much better time resolution of the
signal and status changes. Their view, however, is local. The
temporal issue is best illustrated with different sampling
requirements indicated in Table 4. The limited SCADA
view may be enhanced with a view available from other IED
infrastructures, but this is not done today.
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Fig. 6. New infrastructure for monitoring and control.

B. Future Data Integration and Information
Exchange Paradigm

The new data integration and information exchange ap-
proach proposed in the mentioned EPRI study [6] is based on
a different infrastructure shown in Fig. 6. In this infrastruc-
ture, all the IEDs are synchronized to the GPS clock, which
in turn can be tied to the absolute time.

In the temporal sense, all the data collected by IEDs would
be recorded using the same clock for S/H circuits on each of
the measurement channels. This will make all the different
time considerations mentioned at the beginning of the paper
far less complex and yet significantly more effective for the
following reasons.

• All the events would be correlated to the same time ref-
erence and could be interpreted using an absolute time.

• All the waveforms would be sampled synchronously,
allowing more accurate applications based on synchro-
nized samples and synchronized phasors.

• All the waveform representation can be in the time do-
main, allowing an accurate assessment of the distur-
bances, while the phasors could be extracted if needed.

• All the commands could be synchronized using the GPS
clock.

In the spatial sense, any space allocation mentioned at the
beginning of the paper could be accommodated for: power
apparatus coverage, decision making, data processing and
information extraction, and command execution. As an ex-
ample, the option for implementing monitoring, control, and
protection application could be expanded to the following
major cases:

• decentralized (localized) data processing and decision
making;

• centralized (EMS) data processing and decision
making;

• distributed (integrated substation system) data pro-
cessing and decision making with a coordination
capability.

VII. CONCLUSION

The following major conclusions may be drawn.
• Performance of current monitoring functions is con-

strained by the time and space allocation to specific
IEDs in customized separated infrastructures.

• Performance of future monitoring functions can ben-
efit from transparent allocation of time and space across
many IEDs in a common infrastructure.

• Data integration and information exchange are needed
for the time and space transparency.
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Hamai, “Fault location using distributed parameter transmission
line model,” IEEE Trans. Power Del., vol. 15, no. 4, pp. 1169–1174,
Oct. 2000.

[12] K. A. Clements, O. J. Denison, and R. J. Ringlee, “A multi-area
approach to state estimation in power system networks,” presented
at the IEEE PES Summer Meeting, San Francisco, CA, 1973, Paper
C72 465-3.

[13] H. Kobayshi, S. Narita, and M. S. A. A. Hamman, “Model co-
ordination method applied to power system control and estimation
problems,” in Proc. IFAC/IFIP 4th Int. Conf. Digital Computer Ap-
plication to Process Control, 1974, pp. 114–128.

[14] T. Van Cutsem, J. L. Horward, and M. Ribbens-Pavella, “A two-
level static state estimator for electric power systems,” IEEE Trans.
Power App. Syst., vol. PAS-100, no. 8, pp. 3722–3732, Aug. 1981.

[15] Y. Wallach and E. Handschin, “An efficient parallel processing
method for power system state estimation,” IEEE Trans. Power
App. Syst., vol. PAS-100, no. 11, pp. 4402–4406, Nov. 1981.

[16] L. Zhao and A. Abur, “A two-level state estimator for multi-ISO
operation,” presented at the Proc. North American Power Symp.,
Rolla, MO, 2003.

[17] A. Abur, H. Kim, and M. K. Celik, “Identifying the unknown
circuit breaker statuses in power networks,” IEEE Trans. Power
Syst., vol. 10, no. 4, pp. 2029–2037, Nov. 1995.

[18] A. Monticelli, “The impact of modeling short circuit branches
in state estimation,” IEEE Trans. Power Syst., vol. 8, no. 1, pp.
364–370, Feb. 1993.

[19] K. A. Clements and A. S. Costa, “Topology error identification
using normalized lagrange multipliers,” IEEE Trans. Power Syst.,
vol. 13, no. 2, pp. 347–353, May 1998.

1918 PROCEEDINGS OF THE IEEE, VOL. 93, NO. 11, NOVEMBER 2005



[20] A. G. Exposito and A. de la Villa Jaen, “Reduced substation
models for generalized state estimation,” IEEE Trans. Power Syst.,
vol. 16, no. 4, pp. 839–848, Nov. 2001.
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